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 Abstract: Several diseases can be diagnosed based on the 

appearance of abnormal erythrocytes, among others anaemia and 
thalassemia. Process of examination peripheral blood smear 
manually is time-consuming and subjective. Currently, the 
process of examination peripheral blood smear by laboratory 
assistants can be assisted with digital image processing technology 
so that it can speed up the examination time and avoid subjectivity. 
This research begins with the process of microscopic image 
acquisition, then preprocessing, segmentation, feature extraction 
and classification. The microscopic image acquisition is carried 
out using an additional special camera on a microscope. In this 
study, we used peripheral blood smear of thalassemia patients and 
healthy individuals. We convert the RGB image to grayscale 
image and perform the median filtering in the preprocessing 
stage. In the segmentation stage, we used the watershed distance 
transform method. As a segmentation result, we got 7108 
erythrocyte images consisting of nine types of erythrocytes. In 
feature extraction, we used shape, color and texture 
characteristics to represent erythrocytes. The combination of these 
three features is used as classifier’s input. One crucial stage in 
digital image processing technology is object classification. In this 
study, erythrocyte classification is done by comparing four types of 
the classifier to determine the best classifier performance in this 
case. Multi-Layer Perceptron (MLP), Naïve Bayes classifier, RBF 
Network, and SVM used as classifiers in this study. Experimental 
results showed that MLP got the highest performance with 89.6% 
accuracy, 89.3% precision and 89.6% recall. Furthermore SVM 
came in second place, followed by RBF Network and Naïve Bayes 
classifier. 
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I. INTRODUCTION 

Abnormal red blood cells (erythrocytes) have various 

shapes. The appearance of abnormal erythrocytes in a 
person's blood can indicate the presence of certain diseases. 
Diseases that are closely related to the appearance of 
abnormal erythrocytes are anaemia and thalassemia. Apart 
from its shape, erythrocyte abnormality can be seen from its 
size and color [1]. 

Currently, research related to medical imaging processing 
is growing rapidly. Some medical cases that can be helped 
with image processing are glaucoma [2], amniotic fluid [3], 
breast cancer [4], leukaemia [5]–[7], abnormality in red 
blood cell [8], [9], and many more. In research related to 
erythrocytes, there are several potential research topics to be 
developed. First, improving the quality of image acquisition 
results. Second, overlapping erythrocyte segmentation. 
Third, choosing the right features and increasing 
classification accuracy [10]. In this study, we focus on the 
third topic. The classification stage is one of the essential 
stages of medical imaging processing. Some classifiers that 
have been used in the classification of erythrocytes were 
neural networks, SVM, deep learning, Naïve Bayes classifier, 
logistic regression and K-nearest neighbor [9], [11]–[13]. 

Tyas et al. have made a performance comparison between 
backpropagation neural networks and deep learning. The 
results showed that backpropagation neural networks 
performance was superior to CNN [11]. Aliyu et al. also 
comparing the performance of deep learning and SVM to 
classify erythrocytes. The result showed that SVM superior 
to deep learning [12]. One reason for deep learning 
performance is lower than backpropagation neural networks, 
and SVM performance is that the data is scantiness for the 
training process in deep learning. 

Lee and Chen combined shape and texture features for 
erythrocyte abnormality classification and erythrocyte 
disease classification. They proposed a hybrid neural 
network classifier for erythrocyte classifiers. Types of 
erythrocytes classified in the study are burr cell, elliptocyte 
cell, Horn cell, and sickle cell. The total images used in the 
study based on disease type were 200 images. The study 
achieved an accuracy of 88.25% for abnormality 
classification and 91% for disease classification [14]. 

Furthermore, Shirazi et al. classified erythrocyte images 
into normal and abnormal class, using extreme learning 
machine (ELM).  
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They used a combination of geometrical features and 
texture features as input data for the classifier. The average 
accuracy of the ELM classifier result was 96% [8].  In 2018, 
Ahmad et al. conducted a comparison of nine types of 
erythrocyte classification. The dataset consists of 725 
abnormal erythrocytes images and 99 images of normal 
erythrocytes.  

They used Logistic Regression, Naïve Bayes RBF 
Network, MLP, and CART as classifiers. From the five 
classifiers, Logistic Regression provides the best 
performance, which is 83.5% accuracy [9]. 

The process of examination peripheral blood smear 
manually is time consuming, laborious and subjective [13]. 
The assistance of digital image processing technology in this 
process is expected to accelerate the process of reading the 
preparations and have accurate results. In previous studies, 
the used images were only around 100-800 erythrocyte 
images. In this study, we compared the performance of 
several classifiers to classifying nine types of erythrocytes. 
We used 7108 erythrocyte images obtained from peripheral 
blood smear of thalassemia patients and healthy individuals. 
The input of classifier is a combination of texture, color, and 
shape features. By knowing the performance of several 
classifiers, we can find out the accurate classifier to classify 
the nine types of erythrocyte in thalassemia case. 

II.  RESEARCH METHOD 

Fig. 1 show the research stages in this study. In the 
collecting data process, the first step taken is image 
acquisition. Then, we did the preprocessing stage to improve 
image quality. After that, the segmentation stage is 
implemented to obtain sub-images containing a single 
erythrocyte image. Furthermore, feature extraction is 
performed to obtain the characteristic values, which are the 
characteristics of each cell. The final stage is the erythrocyte 
classification. 

 

 
Fig. 1.  Research stages in this study 

A. Image Acquisition and Preprocessing 

In this study, we used thalassemia patients and healthy 
individuals peripheral blood smear. The acquisition stage of 
peripheral blood smear’s images is carried out using an 

additional special camera (Optilab) on a microscope. 
Furthermore, the size of the image obtained is reduced to ease 
the computational process. After that, the RGB image is 
changed to a grayscale image and then the median filtering is 
performed to reduce noise. Fig.2 shown the hardware used in 
the image acquisition stage, whereas Fig.3 shown the 
acquisition result image.  

 
Fig.2. The Hardware in the image acquisition process 

 

 
Fig.3. Erythrocyte image of thalassemia minor patients 

B. Segmentation 

We apply the segmentation phase to obtain a sub-image in 
the form of a single erythrocyte. The grayscale image is 
converted to a binary image. Furthermore, object detection 
and removal of small objects are done based on the threshold 
area. Then, a watershed distance transform method is used to 
separate attached erythrocytes. Fig. 4 shown the sub-images 
of the segmentation results. 

 
Fig. 4. Erythrocytes types: (a) Eliptocyte cell, (b) Pencil 

cell, (c) Teardrop cell, (d) Acantocyte cell, (e) 
Stomatocyte cell, (f) Target cell, (g) Sperocyte cell, (h) 

Hipocromic cell, (i) Normal cell. 

C. Feature Extraction 

Feature extraction of an object aims to obtain the feature 
value that describes the characteristics of the object. In this 
study, we use the moment invariant feature extraction 
method, geometry parameters, color, and GLCM. From the 
moment invariant, we will get seven-moment invariant 
values [15], while major axis, minor axis, area, perimeter, 
solidity, compactness, and eccentricity were the geometry 
parameters that we used. We use the values of mean color, 
standard deviation, skewness, and kurtosis as the color 
feature. The feature values used from GLCM [16] are energy, 
contrast, homogeneity, and correlation in the direction of 0 °, 
45 °, 90 °, and 135 ° and the mean of each characteristic. The 
number of features we obtained from feature extraction are 
38, as shown in Table I. 
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Table- I: Features obtained from feature extraction 

Type of feature Features 
No of 

features 

Shape 
Invariant moment (hue’s 

moment) 
7 

Geometry parameter of cell  7 
Color Color moment 4 

Texture GLCM set of features 20 

Total of features 38 

D. Classification 

In this study, we used 7108 images of a single erythrocyte 
consisting of nine types of the erythrocyte. We used four 
classifiers that are multi-layer perceptron, Naïve Bayes 
classifier, RBF Network, and SVM in this study. The four 
classifiers were compared in their performance in classifying 
nine types of erythrocytes. The k-fold cross validation 
method was used for the validation training and testing data. 
We used k set to 10 in the process. The input classifier data 
are all the attribute values obtained from the feature 
extraction, which are 38 attributes. 

▪ Multi-Layer Perceptron (MLP) 
MLP is one type of artificial neural network. In MLP, 
neurons are arranged in a layer configuration consisting of 
one input layer, at least one hidden layers and one output 
layer. Every single neuron in this network is connected to all 
next layer’s neurons. The learning algorithm used in this 
network is backpropagation [17]. Fausett states that MLP can 
solve more complex problems than a single layer network, 
but the training stage will be more difficult [18]. 
▪ Naïve Bayes Classifier 

Naïve Bayes Classifier is a machine learning method that 
can predict the probability of membership of a class based on 
the Bayes theorem with the assumption that features are all 
independent [17]. 
▪ Radial Basis Function (RBF) Network 

Broomhead and Lowe introduced RBF Network in 1988. 
RBF Network consists of input, hidden, and output layer. The 
number of hidden layers on the RBF Network is limited to 
only one layer which usually uses radially symmetric 
functions, for example, Gaussian kernels [19]. Besides the 
network architecture, one of the differences between MLP 
and RBF Network is the activation function. The activation 
function that RBF Network uses is the radial basis function.  
▪ Support Vector Machine (SVM) 

SVM is a machine learning method that aims to find 
computationally efficient ways to learn the best hyperplane, 
which can separate feature spaces in high dimensions. The 
basic principle of SVM is a linear classifier which is further 
developed so that it can work on non-linear problems. The 
kernel in a high-dimensional workspace concept can be used 
to solve the non-linear problem  [20][21]. 

III. REULT AND DISCUSSION 

This study aims to determine the comparison of classifier 
performance in producing high accuracy. The accuracy 
comparison is shown in Table II. Based on Table II, MLP got 
the highest average accuracy, the second was SVM, third was 
RBF Network, and the last was Naïve Bayes Classifier. The 

MLP accuracy for each class was 34% -98.9%. MLP can 
classify teardrop cells, spherocytes, elliptocytosis, and 
acantocytes very well. It is shown with classification 
accuracy above 90%. Furthermore, normal cells, target cells, 
and hypochromic can be classified with an accuracy of 66% 
-88% whereas pencil cells and stomatocytes cannot be 
classified properly, seen from accuracy below 55%. 

The highest classification result by Naïve Bayes Classifier 
is teardrop class which reaches an accuracy of 93.4%. Naïve 
Bayes classifier result, unlike MLP, can classify pencil cells 
with high accuracy of 90.6%. It followed by hypochromic, 
elliptocytosis, acantocyte, spherocytes, and normal cell. 
Naïve Bayes classifier is not good at classifying stomatocytes 
and target cells; this is shown with an accuracy below 42%. 

Similar to MLP and Naïve Bayes classifier, the best 
classification result by RBF Network is in teardrop cell class 
with 95.9% of accuracy. Next is Elliptocytosis, acantocyte, 
target cell, spherocytes, normal cell and pencil cell classes. 
The worst classification results are in the stomatocyte and 
hypochromic classes with an accuracy below 30%. The 
teardrop cell class is also the class with the highest accuracy 
in the SVM classification results. It followed by the 
elliptocytosis, spherocytes, normal cell, acantocyte, target 
cell, and pencil cell. The result of poor accuracy by SVM is in 
the hypochromic and stomatocyte classes, which only 
achieve accuracy below 32%. 

Table- II: Accuracy for each class 

Type of 
cells 

Accuracy (%) 

MLP 
Naïve 
Bayes 

RBF 
Network 

SVM 

Elliptocytosis 96.6 87.3 87.9 95.7 

Pencil cell 34 90.6 71.7 62.3 

Teardrop cell 98.9 93.4 95.9 98.6 

Normal cell 88.3 70.8 72.8 87.6 

Stomatocyte 54.5 40.1 29.6 19.1 

Target cell 77.9 34 82 83.2 

Hypochromic 66.7 87.4 0 31.1 

Sperocyte 96.8 79 79.4 89.5 

Acantocyte 93.5 85 86.4 83.3 

Average 89.6 76.1 79.8 85.9 

 
The classification results of the stomatocyte class by four 

classifiers cannot achieve accuracy above 55%. The shape of 
the stomatocyte cell that similar to the shapes of normal cell, 
target cell, hypochromic, and spherocytes causes this. The 
same reason also applies to the target cell and hypochromic 
classes. The Naïve Bayes classification result for target cell 
was 34% of accuracy, while the RBF Network classification 
result for hypochromic was 0% of accuracy. Therefore, it is 
necessary to consider using the central pallor characteristics 
of the circular cells as additional features for the classifier 
input data. Table III shows a performance comparison of the 
four classifiers. MLP is a classifier that has the highest 
performance followed by SVM in the second-best.  
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RBF Network is the third best on accuracy and recall but 
the last for the precision, while Naïve Bayes classifier is the 
last one in accuracy and recall but has a precision better than 
RBF Network. Based on the experiments in this study, MLP 
obtained accuracy, precision and recall, respectively 89.6%, 
89.3% and 89.6%. SVM achieved accuracy, precision and 
recall respectively 85.9%, 86.4% and 85.9% while the RBF 
Network were 79.8%, 62.9% and 79.8%, respectively.  

Finally, Naïve Bayes Classifier obtained 76.1%, 78.7% 
and 76.1% sequential accuracy, precision and recall. 

Table- III: Comparison of classification result 

Classifier Accuracy (%) Precision (%) Recall (%) 

MLP 89.6 89.3 89.6 

Naïve Bayes 76.1 78.7 76.1 

RBF Network 79.8 62.9 79.8 

SVM 85.9 86.4 85.9 

IV. CONCLUSION AND FUTURE WORK 

Digital image processing technology can help the process 
of examination peripheral blood smear to speed up the 
examination time and avoid subjectivity. In this study, we 
compared four classifiers performance in classifying nine 
types of erythrocytes. The features used in this study are 
invariant moments, geometry parameters, color moments, 
and GLCM. Experimental results show that MLP has the best 
performance in classifying erythrocytes with an average 
accuracy of 89.6%, followed by SVM 85.9%, RBF Network 
79.8% and Naïve Bayes 76.1%. In this study, five types of 
circular cells causes the classification accuracy of the five 
cells is not optimal. Therefore, in future studies, it is 
necessary to consider using the central pallor characteristics 
of circular cells as additional features for the classifier input 
data. 
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