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Abstract: Combining Deep Learning Technique with 
Granular Computing employs an inductive paradigm for the 
terrestrial animal’s elucidation. The proposed method frames the 
object (terrestrial animal) in arbitrary-shaped and sized granules 
rather than fixed and rectangular shaped, so that object can 
effectively mine and recognized. The goal is to present a formal 
model which automatically focus only on representative pixel of 
each granule rather than converting pixels from entire image 
through scanning. Thus, this work entails the process of 
recognizing not only the static animal in the background, but also 
depicts moving animal in foreground separately. 
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I. INTRODUCTION 

From last decades, camera-trap images are the most 
powerful tool to evaluate and automatically extract the 
activities (e.g., eating, sleeping, running, drinking) which 
provides a valuable information to ecological studies [4]. In 
this paper, we extract to assess a specific hypothesis data 
that enable future ecological studies to have detailed and 
large-scale knowledge about the terrestrial animal 
movements in natural ecosystems that is even challenging 
for humans. In the monitoring and tracking process, frame 
rate goes high when detection process for target animal is 
with consecutive video frames. Even though complexity 
increases with addition of time and object orientation in 
tracking process [5]. The method of using both deep 
learning and granular computing can automate the process 
of monitoring and tracking of animals that dramatically 
improves the detection from those frames (granules).  
A granule represents the subset of Universe of Discourse 
(UoD) which is composed of finer granules plotted by the 
functionality, similarity and distinguishability. Closeness 
and cohesion of any subset of objects can depict it as a 
granule. The concept of Granular Computing is to deal with 
uncertainty, imprecision, partial truth [7]. 
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The process of representation and formation of granules 
called as Granulation (an operation performed on granules). 
Based on the application, granules can be fuzzy, rough fuzzy 
or crispy. [17]Process of decomposition makes larger 
granules into smaller or lower-level granules. Construction 
in granulation is bottom-up entrance or interrelationship 
whereas decomposition in granulation is top-down entrance 
or intra-relationship [3]. Granular Computing (GrC) models 
Uncertainty which may further categorize as Objective 
Uncertainty and Subjective Uncertainty (Figure 1.)  

 
Figure 1: Dimensions of Uncertainty 

• Models for subjective uncertainty  
− Fuzziness – fuzzy sets  

• Models for objective uncertainty  
− Randomness – probability theory  
− Roughness – rough sets  
− Greyness – grey systems 

Here, we have Objective Uncertainty, so we use rough set 
Granular Computing with Deep Learning Technique for 
recognition of animals and its motion detection [10]. 
The rest of the paper uphold with several sections as section 
2 defines the fundamental understanding of utilized terms 
and techniques in this work. Section 3 extant the concept of 
deep learning concepts and the fusion of granular computing 
with deep learning as granulated deep learning exemplify in 
section 4. Proposed methodology and its result mentioned in 
section 5 and section 6 respectively followed be conclusions 
and references. 

II. GRANULATION TECHNIQUE 

In the proposed formal model, granular knowledge appears 
to focus on the representation of activities performed by 
animals with various activities likewise sleeping, eating, 
grazing, standing, waking and so on. Such granular frames, 
ascribes to be as granular models that quantify the source 
diversity of granular knowledge and reflect it as a higher 
order models. 
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 Several computational and algorithmic aspects associated 
with Granular Computing are presented and has shown a 
justifiable granularity principle for the construction of 
information granules which becomes opportune in the 
actualization of granular models [8][9]. 
A meaningful representation of an information granule in 
terms of numeric values instead single numeric entry would 
consider to be the actual essence of granularity. A rough 
description is required either through mean or median for 
representing a numeric data (which may also consider 
through standard deviation). For a certain probabilistic 
information granule, both mean and standard deviation 
imply as the principle aspects of its realization. Although 
probabilistic information granules are only a single 
possibility for constructing an information granule with 
numeric data [11][12]. Figure 2 shows how knowledge from 
different sources are encapsulated to form the granular 
model and all interactivities are represented through 
knowledge management space that evince all aspects of 
diversification at higher level of granularity. 

 

Figure 2: Granular Model representation from diversity 
of knowledge. 

Granulation and approximation in terms of formalism of 
knowledge granules can be illustrated as in Figure 3. For 
any object in an image of video sequence can be lower and 
upper approximation of that object. In simple way, a granule 
considers to be a collection of pixels which can represented 
as lower approximation of object if its pixels have its 
intensity value, other than that it represents upper 
approximation of objects in an image. 

 

Figure 3: The definitions of approximations expressed 
regarding granules of knowledge 

III. DEEP LEARNING TECHNIQUES 

Deep Learning consider to be the form of more structured 
artificial neural network that uses the deep architecture of 
neurons which are linked together to replicate the human 
brain [6]. One of the deep neural network is CNN which is 
short for Convolutional Neural Network for image 
classification, recognition and detection.Deep CNN models 
technically train and test the images which gets around a 
sequence of layers that are fully connected with probabilistic 
values of 0 and 1 [18][19].For our work of recognizing 
terrestrial animals, five object detection models: R-CNN, 
Fast R-CNN, Faster R-CNN, Mask R-CNN and YOLO in 
Deep Learning are available [13][15].Among all models, we 
use mask R-CNN [1] in fusion with granular computing. 
The apprehension behind this is the wherewithal of image 
segmentation pixel-wise as segmentation at pixel-
levelnecessitate more fine-grained alignment than bounding 
boxes which may further outlined to the regions of the 
original image more precisely and in better way. 

IV. GRANULATED DEEP LEARNING 

The artificial neural network (ANN) can be able to deal with 
all kinds of granular information of the real world. Multiple 
nodes in ANN represent the biological neurons in human 
brain which are linked and interact in such a way that nodes 
take the data and perform operations which further passed 
through neurons. As a result, activation of other nodes 
would form and the links have some weight which get 
altered by ANN to achieve adaptivity, speed, robustness and 
optimality. A popular neural network model – MLP, i.e., 
Multi-layer Perceptron that can update weights while 
training of nodes to prove its adaptivity. While comparing 
Deep learning (DL) considers to be the special form of 
Machine Learning where in CNN is the network used for 
images and videos.  
Mask RCNN separates different objects in an image or 
video with an aiming to solve problem of instance 
segmentation and result to an object bounding box or mask 
that represent the object class. Mask R-CNN firstly 
generates regions from an input image and then predicts the 
class of that image with the help of refining the boundary 
box while generating a mask at pixel-level [2].  
Given a segment composed of static and moving objects 
where static object consider the background. In recognition 
process, firstly the class of these objects is defined and then 
it tracks object movement. The method includes object 
background classification and object movement through 
granulated deep learning framework. Granulated 
background object (GB) can be denoted as: 

GB= BU – (BU∩ T) 
Where, BU is the background which is approximated from 
the recognition process as in given algorithm 1. 
Algorithm 1: Granulated Deep Learning for tracking object 
(terrestrial animal) 

 

 

 

http://www.ijeat.org/


International Journal of Engineering and Advanced Technology (IJEAT) 
ISSN: 2249-8958 (Online), Volume-9 Issue-2, December, 2019 

2540 

Retrieval Number: B3830129219/2019©BEIESP 
DOI: 10.35940/ijeat.B3830.129219 
Journal Website: www.ijeat.org 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 

 
 
 
 

 

 

 

V. METHODOLOGY 

Datasets: In our work, there is no benchmark, so instead of 
multiple species of terrestrial animals, we tackled with 
single-label classification (i.e., we took deer as one of the 
terrestrial animal). We consider a video of 2:10 minutes 
which captured the activities of set of deers. From the given 

video sequence, 261 frames have been formed. The dataset 
contains various activities of deer i.e., walking, standing, 
running and so on. The process of monitoring these 
activities and recognizing it would be defined in Figure 4.  

 

Figure 4: Terrestrial animal activity monitoring and  
recognition process chart 

Mask R-CNN identify outlines of an object at pixel-level 
which is called as instance segmentation i.e., given in Figure 
7.  
The whole process defines two stages where initially at first 
stage, Mask R-CNN scans input image to generate proposals 
i.e. define which contain objects. Further, at next stage, 
classification process is taken to outline the boundary boxes 
and masks.  In compare to Faster R-CNN which is the 
successor of Mask R-CNN and most approved framework 
for detecting objects. Although, Mask R-CNN expands it 
with instance segmentation of an object from given video 
sequence. Mask R-CNN is composed of various modules at 
higher level: Initially detect corners and edges and 
subsequently detect objects that creates the backbone 
module of this process. [16] Region Proposal Network 
module represent as a very light-weighted neural network to 
scan the images and finds the area where objects are 
presented as given in Figure 9. Backbone features are 
scanned by RPN to define an outline of an object. In 
addition, RPN generates the following: 

• Class for each object in the image 
• Coordinates of bounding boxes for that image 

In the module of Bounding box classifier for RoI, all 
classification inputs and outputs are proposed with a 
generation of bounding box of objects.  In mask 
segmentation, regions of interestsconsider only positive 
region so that all masks get escalated.  
Mask R-CNN works: 

1. Consider an input image and move it to ConvNet to 
return the image feature map. 

2. To achieve object proposals, RPN enforces on 
image feature maps so that it results objectness 
score of an image also.  

 
 

Input: Vi, ∀i=1, 2, 3…,k where k is the total 
number of frames in a video V 

Step 1: Consider the current video frame VC and 
its previous frame VC-1 

Step 2: Calculate T=| VC - VC-1| where T 
represents the temporal information. 

Step 3: Execute granulation process on VCframes. 

Step 4: Calculate BU = {∪Dj, ∀j=1, 2, 3….} Such 

that dj<Th where dj∈ Dj and Th is the Threshold 
for separating background and object. 

Step 5: Calculate GB, where GB is Granulated 
model for background 

GB = BU – (BU ∩ T) 

Step 6: Bolster GB into the framework of 
granulated deep learning model so that it may 
detect the background (static) object. 

Step 7: Calculate BO as BO = Vi - GB, where BO 

represent granulated object model 

Step 8: Bolster BO to the framework of granulated 
deep learning model 

Step 9: Place boundary boxes around object so 
that it gets tracked. 

REPEAT steps for next video frame VC+1 
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3. Now to make the same size of each proposals, RoI 
pooling layer exercised on these object proposals.  

4. To generate the mask for each proposal, fully 
connected layer has been applied so that it classify 
the object by defining the bounding boxes around 
it.  

 

Figure 5: Mask R-CNN Model 

Video Sequence Classification process steps: 

1. Create validation and training dataset, scrutinize it. 
Training dataset is to train the object model and 
validation dataset to check the trained model. 

2. From training and validation dataset, extract all 
frames from video sequences.  

3. By using the frames from validation dataset to 
evaluate the object model. But before that, pre-
process the frames to train it in the training dataset.  

4. Steps remain continued until performance get 
satisfied. And thereafter, classify next video 
sequences for further training process.  

Video Sequence Classification Model training process steps: 

1. Apprehend all extracted video frames for training 
process. 

2. Validation dataset is generated to evaluate the 
performance of unobserved data. 

3. Model architecture then defined for object.  
4. Find weights after model get trained.  

Video Sequence Classification Model validation process 
steps: 

1. Initially, re-define the architecture of object model 
and all weights get loaded. 

2. Test data generation is defined. 
3. Projects all test video frames for predictions of 

those test dataset. 
4. Final object model gets determined and evaluated.  

By using instance segmentation, we collect all the pixels of 
same properties and then create an outline which represents 
the mask at pixel level to make a clear picture of granularity 
of objects in image [14]. Images stored in matrix form and 
only vary according to pixels selected for the image. Matrix 
numbers represent the density of any image which easily 
quantifies the intensity of each pixel.  Mask R-CNN 
successfully characterize the multi-level features so that to 
classify the target objects. Although, overall accuracies for 

detection and monitoring would reflect a negative 
correlation but likely ways to enrich the training data to 
optimize the Mask R-CNN performance. 

VI. RESULTS 

In the proposed work, Figure 7 represents how an input 
image from a video sequence get classified, detected, 
segmented with a similarity index. In Figure 8, the instance 
segmentation has achieved from the following python code 
as sample code 1: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Code 1: Code for boundary boxes in targeted deer 

 

Figure 6: Detect Animals using Deep Learning with 
Granular Computing 

#ROI as region of object 
region1 = cv2.imread(r'C:\Users\Neelam Rawat\.spyder-
py3\image227.jpg')  
region2 = 
cv2.cvtColor(region1,cv2.COLOR_BGR2HSV) 
#target is the image we search in 
target = cv2.imread(r'C:\Users\Neelam Rawat\.spyder-
py3\image227.jpg') 
region3 = cv2.cvtColor(target,cv2.COLOR_BGR2HSV) 
# Find the outlines using Mask R-CNN 
region4 = cv2.calcHist([region2],[0, 1], None, [180, 
256], [0, 180, 0, 256] ) 
cv2.normalize(region4,region4,0,255,cv2.NORM_MINM
AX) 
R=cv2.calcBackProject([region3],[0,1],region4,[0,180,0
,256],1) 
disc = 
cv2.getStructuringElement(cv2.MORPH_ELLIPSE,(5,5)) 
cv2.filter2D(R,-1,disc,R) 
R = np.uint8(R) 
cv2.normalize(R,R,0,255,cv2.NORM_MINMAX) 
ret,R = cv2.threshold(R,50,255,0) 
result1=cv2.merge((R,R,R)) 
result2=cv2.bitwise_and(result1,target) 
cv2.imshow('result2',res) 
cv2.waitKey(0) & 0xFF 
cv2.destroyAllWindows() 
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Figure 7: Deer detection through object outlined area 

Sample codefor the detection of deer in Figure 8 is given as 
in code 2. Further, there is an arbitrary shape and size of 
image selection from the given video sequences is shown as 
in Figure 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Region Proposal with boundary box in targeted deer 
from a video sequence 

 

Figure 9: Deer framing in an arbitrary fashion 

VII. CONCLUSIONS 

In this work, a leading edge concept of granular deep 
learning framework has been defined to monitor, track and 
recognize terrestrial animals (i.e., deer in this case). Instead 
of treating convolutional layers as black box in earlier 
methods in deep learning, Mask R-CNN enforce distinguish 
layers in deep neural network form for image alignment. 
Overall, Higher resolution always improve object detection 
for objects that are far from cameras significantly and in 
mask R-CNN, number of proposals generated for region of 
interest is also considerably effective for monitoring and 
detecting movements. While comparing mask R-CNN with 
other detecting techniques likewise You Look Only Once 
(YOLO) or Single Shot Detectors (SSD) are also popular 
and have proved to be high performance. In addition, from 
the practical point of view, the proposed method needs a 
large scale with different range of terrestrial species. 
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