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Abstract: Automatic cloud classification is one of the 

important areas of remote sensing for metrological applications. 
Machine learning and deep learning techniques have been used 
for automatic classification of the cloud type. Several pretrained 
models are developed using convolutional neural network (CNN), 
which is part of deep learning. The classification performance of 
pretrained networks can be further improved using ensemble 
methods. Ensemble learning can perform better than single 
learner. In this paper, we proposed two different ensemble 
learning techniques: ensemble of CNN and ensemble of classifier. 
In first approach, CNN ensemble is performed, where the features 
extracted by two or more CNN are combined together using single 
classifier. The second method is to ensemble the predictions of 
different classifiers produced by a single or multiple CNN. The 
accuracy of cloud classification of the proposed methods has 
improved compared to without ensemble of pretrained networks.  
 

Keywords: Pretrained network, Cloud classification, Ensemble 
learning   

I. INTRODUCTION 

Remote sensing image processing is an important research 
area with real-life applications beneficial to the society.  
Remote sensing satellite images contain lot of information 
that helps in monitoring and modeling the processes on the 
Earth’s surface and their interaction with the atmosphere.  It 
can measure and estimate biological, geographical and 
physical variables to identify materials on the land cover.  But 
the cloud covers the land surface area and hence becomes 
difficult to observe the earth surface. The cloud cover area is 
approximately 50% [1]. Its presence affects the real time 
image processing and obstructs the services to be provided. 
Most of the satellite images contain cloud which degrades the 
quality of image and hinders their application, hence 
processing of cloud and its classification is a crucial and 
challenging step.  

Many algorithms for cloud classification have been 
proposed which can be divided into three broad classes as 
threshold based [2], [3], [4], statistical based [5], [6], [7] and 
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neural network based [8], [9]. Neural network has better 
performance as compared to traditional techniques. 
Nowadays machine learning and deep learning have gained  

lot of attention. These techniques deal with huge dataset, 
acquiring the information about data by getting trained, and 
based on the learned knowledge it helps to give results of the 
test dataset. Deep learning techniques allow to build complex 
algorithms in an easier way. Convolutional neural network 
(CNN) is one of the powerful techniques which has 
remarkably used in various applications such as image 
classification, image segmentation, video recognition, etc. 
CNN technique was invented in the year 1980, but it came 
into prominence in the year 2000 with fast computations on 
Graphics processing Units (GPU). GPU is a single chip 
processor that performs fast complex mathematical 
computations.  Convolutional Neural Networks (CNNs) have 
achieved breakthrough in many challenges and domains for 
image classification or object detection. CNN is a multiple 
layer’s network which is trained to learn the low-level and 
high-level features of images. But the major problem is 
finding the appropriate annotated dataset. Hence pretrained 
networks are developed which are already trained on millions 
of human annotated general images.  Alexnet [10] was the 
first developed technique by Krizhevsky which gained high 
popularity because of its accuracy. Basically, it has multiple 
convolutional and max-pooling layers which extract the 
feature maps of the image that are followed by fully 
connected layer for image classification. With several 
modifications in the CNN architecture, many networks came 
into existence such as, ZFNet [11], GoogleNet [12], VGG 
[13], ResNet [14], DenseNet [15], etc. These networks are 
winner of ImageNet Large Scale Visual Recognition 
Challenge. They are trained on ImageNet dataset containing 
millions of human annotated images intended to provide a 
platform for development of computer vision research. CNN 
architectures outperform with large properly annotated 
dataset but have high nonlinearity and show high variance. 
So, ensemble learning helps in reducing the performance 
error and reduce the variance by getting predictions from 
multiple models. Ensemble learning is a new emerging field 
of machine learning [16] and deep learning [10],[17]  which 
uses different algorithms for training the dataset and 
choosing the final prediction based on ensembling the 
predictions of classifiers. Landsat 8 satellite is one of the 
popular satellites collecting high resolution data of the land 
surface. Landsat 8 satellite images are used to develop the 
dataset which is downloaded from USGS Earth Explorer 
(https://earthexplorer.usgs.gov/). Fig. 1 shows the true color 
multispectral image of Landsat 8 satellite with resolution of 
30-meter. 
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Fig. 1 Landsat 8 Satellite Image 

II.  PROPOSED METHODOLOGY 

The main aim of the proposed methodology is cloud 
classification using pretrained network which acts as 
arbitrary feature extractor and classifier for classifying the 
image. The pretrained networks extract the features using 
convolutional layer. Different types of pretrained networks 
are trained with different combinations of convolutional 
layers to give diversity in features. This simple variation in 
structure and also variation in hyperparameters like batch 
size, learning rate, number of epochs and number of hidden 
layers affect the performance of CNN. The ensemble learning 
considers the robustness of individual pretrained network and 
reduces the chances of misclassification. The pretrained 
networks extract the useful features and these features are 
concatenated and then classified using classifiers.  Apart 
from the multiple pretrained networks, the multiple 
classifiers can also be ensembled. Multiple classifiers can 
have better performance by classifying diverse features 
obtained from pretrained networks. 

In this paper, the first stage deals with ensembles of the 
pretrained networks such as VGG16, ResNet and DenseNet 
and extracts the diverse useful features. These features are 
classified by combining the multiple classifiers such as 
support vector machine and K-nearest neighbors.  The 
ensemble technique used for multiple classifier ensembling 
are majority voting, weighted voting, bagging and boosting. 
The general architecture for cloud classification using two 
and three ensemble pretrained networks are shown in fig. 2 
and fig. 3 respectively.  

 
Fig. 2 Ensemble architecture for cloud classification 

using two pretrained networks 
 

 
Fig. 3 Ensemble architecture for cloud classification 

using three pretrained networks 
 
The general steps involved for cloud classification are as 
follows:  

1) Landsat 8 image are pre-processed to develop the dataset. 
2) The dataset is fed to single or ensemble of multiple 
pretrained neural networks for feature extraction.  
3) The extracted features are classified using single or 
ensemble of multiple classifiers.  
4) Finally, the class of each image is predicted. 
 
2.1 Ensemble of pretrained neural networks: 

Ensemble deep learning is the process of combining features 
of multiple neural networks to improve the performance of 
the models and reduce the generalization error. The multiple 
networks extract the diverse features and the features are 
combined together using classifiers to make the predictions. 
Ensemble deep learning is a two-step process in which first 
features are extracted using pretrained networks and these 
features are predicted using classifiers. The ensemble of the 
networks yields better results as compared to single network. 
A pretrained neural network is a neural network trained on 
large dataset and the features obtained from training is 
transferable to new target dataset. These networks are good 
initializers and perform excellent as compared to training the 
new dataset from scratch with random initial weights.  The 
weights are initialized by training the network on millions of 
image of ImageNet dataset. Fine tuning the last few layers of 
the pretrained network will extract the meaningful features 
associated to target dataset. At the end, the features extracted 
from pretrained neural networks are concatenated. These 
features are classified using different classifiers. The 
different architectures of CNN are as follows: 
VGG: Researcher from Oxford Visual Geometry Group 
developed the simple model for object localization and 
classification task. It took second place in ILSCRC 2014. The 
network input size is 224x224 and features extracted are 
4096. The convolutional layer has small receptive field of 
size 3x3 with increase in depth upto 16 or 19 layers. Also, it 
uses 1x1 convolutional layer to increase the non-linearity of 
the decision function[13]. ResNet: ResNet is winner of 
ImageNet competition ILSCRC 2015 resolving the problem 
of vanishing gradient. It has residual block of 3x3 
convolutional layers. The input size required is 224x224 and 
features extracted by layers are 4096. Another advantage of 
ResNet is use of global average pooling layers to minimize 
the overfitting.  
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The computational complexity is less as compared to 
AlexNet which is 20 times less deep. VGG is 8 times less 
deep than ResNet. Good performance of ResNet on image 
recognition and localization tasks showed that depth is of 
central importance for many visual recognition tasks[14].  
DenseNet: DenseNet is winner of the best paper award in 
CVPR 2017. It introduces the dense convolutional network 
where each layer connects another subsequent layer. Thus, it 
has L(L+1)/2 direct connections and learns redundant 
features as they all share common knowledge. It has several 
advantages like reducing vanishing gradient problem, 
strengthening feature propagation, encouraging feature reuse 
and reducing the number of parameters. The input size 
accepted by input layers is 224x224 [15].   

2.2 Ensemble of classifier: 

A Ensemble of classifiers are set of classifiers where 
individual decisions are merged together in certain way to 
improve classification result [16]. The ensemble of classifiers 
gives better accuracy as compared to single classifier. The 
features from pretrained networks are feed to any machine 
learning algorithm. Support vector machine, logistic 
regression, K-nearest neighbors, decision tree, etc. are some 
of the classifier which can be used to improve the deep 
learning model accuracy. The main aim of the classifiers is to 
classify the image based on the learned features. Due to 
ensemble of classifiers, robust and improved classification 
results are obtained. There are three basic types of ensemble 
techniques, namely voting, averaging and weighted 
averaging.  

2.3 Voting based technique:  

The voting is a simple method of aggregation of multiple 
model predictions [16]. There are two different types of 
voting: hard voting and soft voting. In hard voting, the final 
predictions are based on majority of votes. This kind of 
voting model is called majority voting. For the classifiers 
involving both class and prediction probability for each 
classifier are called soft voting or weighted voting ensemble. 
In this method, the average of probability from all classes are 
calculated and final prediction is based on the highest 
probability class. Fig. 4 shows the neural network that is used 
for extracting the features using convolution layer It extracts 
the features with respect to edges, contours, texture, etc. The 
extracted features are forwarded to classifiers for 
classification.  
The final prediction is based on the maximum computed 
probability of the class. 

 

Where n represents number of classes and  is highest 
probability class.   

 
The majority and weighted voting final predictions can be 

computed by following equations: 
 
 

Final prediction
Class 1

Classifier 3 Classifier nClassifier 2

Class 1 Class 1 Class 2 Class 1

Input

Classifier 1

 
Fig. 4 Ensemble of classifiers using Majority voting 

technique 
 

Final prediction
Class 1

Classifier 3 Classifier nClassifier 2

Class 1 Class 1 Class 2 Class 1

Input

Classifier 1

w1 w 2 w 3 w 4

 
Fig.5 Ensemble of classifiers using Weighted voting 

technique 
 

 

 
 

Where m denotes the number of learners in the classifier 
ensemble. 

2.3.1 Bagging Technique  

Bagging is combination of Bootstrap and aggregating 
ensemble learning method which reduces variance and 
improves the predictive performance of the classification 
dataset [18]. In bagging, each classifier selects random data 
from original dataset to form new dataset which is 
bootstrapped. Bagging resamples the training set with 
replacement. This technique works better for unstable 
learning algorithm. 
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Algorithm for bagging: 
 
Input: An original training dataset 

 of size s,  
W=weak learners, N = number of iterations 

Output: Bagged classifier: G(x) =  

   where,  are the induced classifiers 
for n = 1 to N do 

        

            
end of for loop 
 

Bootstrap 1

Input

Bootstrap 2 Bootstrap 3 Bootstrap n

Final prediction
Class 1

Class 1 Class 1 Class 2 Class 1

Classifier 3 Classifier nClassifier 2Classifier 1

Bagged Ensemble

Fig. 6 Ensemble of classifier using Bagging technique 
 

2.3.2 Boosting 

Boosting is a meta-algorithm which aims at reducing bias by 
ensembling the weak learners to form them into strong 
learners [19]. Boosting is a powerful technique which is 
similar to bagging technique. The model is trained on the 
dataset with different classifiers, the poorly predicted results 
are given more weight and trained again, thus giving final 
model prediction a high accuracy. Adaboost (adaptive 
boosting) was first developed by Freund and Schapire in 
1996 [20] which is most popular boosting algorithm. It is an 
iterative ensemble algorithm that improves the accuracy of 
the classification. Initially, it assigns equal weights to all 
training dataset. After each round the weights of wrongly 
classified images are updated so as to increase the accuracy 
of classification. The boosting helps to efficiently boost the 
week learner into a strong learning algorithm by adjusting 
adaptively the weights of weak learners. The algorithm for 
boosting is as follows: 

 
Algorithm for boosting: 
Input: An original training dataset  , where 

, W=weak learners, N = number of 
iterations 

 
 

Dataset 1

Input

Final prediction
Class 1

Class 1 Class 1 Class 2 Class 1

Classifier 3 Classifier nClassifier 2Classifier 1

Bagged Ensemble

Dataset 3 Dataset nDataset 2

weight 1 weight 2 weight n

 
Fig. 7 Ensemble of classifier using Boosting technique 

 

Output: Boosted classifier: E(x) =  

   where,  are the induced classifiers 

and  are their assigned weights. 

1:  

2:  for n = 1 to N do 

3:      

4:      

5:     is weighted error rate of weak classifier, 

6:     if  then 

7:       N⃪ n-1 
8:       return 
9:     end if 

10:     

11:     =  

12:    Normalize  to be a proper distribution 

13:   end for loop 

III. RESULTS AND DISCUSSION 

The proposed cloud classification algorithm was carried 
out in python Keras library with TensorFlow as backend 
using GeForce GTX 1080 Ti CUDA enabled Nvidia GPU, 
128GB. The dataset of cloud and non-cloud satellite images 
has 1558 labelled images for training and 589 images for 
testing. The size of image is 500x500. The primary aim of 
this paper is to test the proposed algorithms for cloud 
classification. This can be evaluated by using overall 
accuracy. Let TP is true positive, TN is true negative, FP is 
false positive and FN is false negative.  
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Table 1 Classification accuracy in percentage 
Model Majority 

Voting 
accuracy 
in % 

Weighted 
Voting 
accuracy 
in % 

Bagging 
accuracy 

in % 

Boosting 
accuracy 

in % 

VGG16 89.56 90.06 92.24 93.65 
ResNet 90.65 91.89 93.46 94.90 

DenseNet 90.73 92.84 93.29 94.11 
Ensemble-1 91.14 94.86 95.98 96.02 
Ensemble-2 93.65 96.75 97.73 97.90 
First, VGG16 single pretrained network is used as feature 
extractor and SVM and K-NN are used as classifiers. The 
classifiers are ensembled together using majority voting. This 
is giving an accuracy of 89.56%. The weighted voting 
accuracy is 90.06%. Bagging and boosting have accuracy of 
92.24% and 93.65% respectively. Thus, it shows that 
boosting based technique has good accuracy as compared to 
other techniques. In same way, for single pretrained networks 
ResNet and DenseNet with SVM and K-NN classifiers the 
cloud classification results are also shown in Table 1. 
Later, ensemble of VGG16 and ResNet (Ensemble 1) is 
performed to improve the overall accuracy of classification.  
The different features extracted from two pretrained 
networks VGG16 and ResNet are concatenated together. The 
features are classified using SVM and decision tree 
classifiers giving better accuracy as compared to single 
pretrained network. The accuracy has improved up to 
96.02%. An experiment with the three pretrained network 
features extracted from VGG16, ResNet and DenseNet 
(Ensemble-2) being concatenated and classified using SVM 
and decision tree is performed. This is yielding best accuracy 
of 97.90%. Thus, from Table 1, it can be observed that 
classification accuracy has improved with ensemble of 
different pretrained networks and ensemble of classifiers. 
Thus, the ensemble technique with a combination of multiple 
neural networks and multiple classifiers is able to perform far 
better in terms of accuracy as compared to single neural 
network. 

IV. CONCLUSION 

In this paper the pretrained models VGG16, ResNet, 
DenseNet were proposed to extract the useful features for a 
dataset of cloud classification. Ensemble of classifiers such 
as support vector machine, k-nearest neighbors and decision 
tree were utilized. While classifying voting, bagging and 
boosting techniques were employed. The proposed 
techniques are able to extract diverse features and improve 
the classification accuracy by reducing the error. The single 
pretrained network gives an accuracy of 89.56% with 
VGG16. The accuracy of the majority voting, weighted 
voting and bagging techniques for ensemble of three 
pretrained networks are 93.65%, 96.75% and 97.73% 
respectively. For ensemble using boosting technique, the 
accuracy has improved to 97.90%. Thus, by combining the 
pretrained neural networks and classifiers the classification 
accuracy has improved at the expense of increased 
complexity.  
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