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 
Abstract: Image data has turned out to be a significant means 

of expression with the advancements of digital image processing 
technologies. Image capturing devices has now transformed to 
commodities due to smart integration with cell phones and other 
useful devices. Huge amount of images are getting accumulated 
daily in gigantic databases which requires categorization for 
prompt retrieval in real time. Content based image classification 
(CBIC) thus gained it's popularity in classifying images to their 
corresponding categories. Feature extraction techniques are the 
foundation of CBIC to represent the image data in the form of 
feature vectors. This work has implemented three different feature 
extraction techniques from spatial domain, transform domain and 
deep learning domain. The three different feature vectors feature 
vector are contrasted to investigate the robustness of descriptor 
definition for content based image classification 
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I. INTRODUCTION 

Classification of images based on content of the image data 

has revealed remarkable growth in recent times due to 
improved techniques of feature extraction and robust 
machine learning algorithms. Availability of open source 
architecture of neural networks for deep learning has further 
leveraged the research in the aforementioned domain [1]. 
Prior to automated feature extraction using deep neural 
networks, traditional techniques of handcrafted feature 
extraction has contributed immensely towards progressive 
development of content based image classification [2]. 
However, feature engineering has a major role in formulating 
robust content based features using hand crafted techniques 
[3]. In contrast, feature extraction using deep learning 
techniques hardly require any manual intervention for 
revealing credible feature patterns from content based image 
data.  This work has carried out feature extraction using three 
different techniques. Two of the techniques are handcrafted 
ones and the last one is based on pretrained convolutional 
neural network [4]. Feature extraction using handcrafted 
techniques embrace two popular methods, namely,  
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binarization technique and image transform techniques. Both 
the techniques are highly effective to extract meaningful 
descriptors from image content. Bernsen's technique of local  
threshold selection for image binarization is one of the 
familiar techniques for extraction of features by separating 
the foreground of the image from it's background by selection 
of local threshold within a given window . Another useful 
technique for image descriptor definition is to use fractions of 
transform coefficients as feature vectors for classification 
purpose. In this work, slant transform is used for the purpose 
of feature vector generation using transform technique [5]. 
The process of selection of effective fractional coefficient is 
instrumental in reducing the dimension of image features 
extracted using transform technique. Finally, a pretrained 
convolutional neural network (VGG 16) is used for extraction 
of content based features from image data [6].  
A well known open access dataset is used as test bed for the 
experimentation purpose. Extracted features are evaluated for 
classification accuracy by means of two diverse classifiers, 
specifically, support vector machine (SVM) and random 
forest. The results have revealed superior categorization of 
images with descriptors extracted using VGG 16  in contrast 
to traditional handcrafted method.     

II. LITERATURE REVIEW 

 Mainstay of CBIC is principally reliant on significance of 
descriptor representation. Several techniques are designed to 
extract features manually in which feature engineering has a 
significant stake. Binarized statistical features are extracted 
using three different filters from iris images in [7]. Magnetic 
resonance imaging binarization is carried out in [8] that have 
computed the threshold based on mean, variance, standard 
deviation and entropy.  Extremely randomized trees are used 
for binarization of degraded document images in [9]. SIFT 
features are transformed to binary representations in [10] for 
fast image retrieval.  
Transform techniques are crucial for energy compaction in 
images. This attribute of the transform techniques can be well 
utilized to extract meaningful content based image features. 
Slant transform is used for feature extraction for iris image 
recognition [11]. A novel algorithm for feature extraction is 
designed in [12] using slant transform. Extended 
classification results are achieved using transform techniques 
for feature extraction in [13]. Fusion is carried out at score 
level and feature level using fractional coefficients of image 
transforms [14].  Local feature extraction of video data using  
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pretrained CNN is carried out in [15]. Effect of feature 
representation for selection of dictionary for video 
summarization is studied and carried out by means of deep 
feature extraction [16]. Learning of semantic feature map is 
also performed using automated feature extraction [17]. 
This work has carried out feature extraction using all the 
three techniques, namely, binarization, image transformation 
and pretrained CNN based feature extraction. The 
classification results with extracted features have shown 
improved performances compared to existing literature. 

III. OUR TECHNIQUES 

 Three different techniques of feature extraction are 
implemented in this work. The following section has 
described each of the techniques in brief initiating with the 
binarization technique followed by image transform 
technique and automated feature extraction using pretrained 
CNN technique.  

A. Defining Descriptor using Image Binarization 

 A local threshold based technique named Bernse's local 
threshold selection is used for adaptive binarization of 
images and separating the area of interest for feature 
extraction from it's background [18] as in Fig. 1. Technique 
of threshold selection separates the image to foreground and 
background sections by comparing each and every pixel with 
a computed value as in equation 1. 
 

              
                   
           

          
 
(1) 

 
             is the binarized image and        is the value of 
the computed threshold for binarization. Bernsen's threshold 
selection uses equation 1 locally within a predefined window 
of dimension s x s where the value of s for satisfactory output 
is observed to be 31. This local threshold selection takes care 
of illumination effect and other adversities for binarization 
and supports in extraction of significant features. The pixel 
values less than or equal to one are designated as higher 
intensity group and the rest are designated as lower intensity 
group. Mean value for both the groups are calculated for 
individual color space Red (R), Green (G) and Blue (B). Thus 
we have two mean values for each color space which sums up 
to a feature vector of dimension 6. 

 
Fig. 1 Adaptive Thresholding for binarization 

B. Defining Descriptor using Image Transforms 

 Slant image transform is applied on the image data to 
calculate the transform coefficient of the image. The image is 
resized to a dimension of 256 x 256 before applying the 
transform technique. Transform coefficient of same 
dimension of the image is received after applying slant 
transform.  Henceforth, the higher energy coefficients are 
extracted as feature vectors in stages as illustrated in Fig. 2. 
 
 
 
 

 

 

 

 
 
 
 
 
 
 
 
 
 

Fig. 2 Feature Extraction using Slant Transform 

C. Defining Descriptor using Pre-trained CNN 

 A pre-trained CNN named VGG 16 is used for feature 
extraction from the image data as in Fig.3. The input size of 
images for VGG 16 is 224 x 224. All the images are resized to 
this dimension and is provided as an input. The features are 
extracted from an intermediate layer which has provided a 
significant descriptor definition to the classifiers to evaluate 
classification accuracy. 

 
     Fig. 3 VGG 16 architecture    

IV. DATASET DESCRIPTION 

  A widely used image dataset named Wang dataset is used 
for the experimentation purpose [18]. The dataset spans over 
ten varied classes of images spread across one thousand 
images. Individual category has equal number of images 
which has made it a balanced 
dataset. An illustration image is 
provided in Fig. 4. 
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. 

 
 

Fig. 4 Sample Image Dataset 

V. RESULTS AND DISCUSSIONS 

  Setup for the experiment involves an Intel core i5 
system having 4 GB Ram using Python 3.6 programming 
language. Table 1 has given the results for classification with 
two separate classifiers using three different descriptors. The 
graphical comparison is shown in Fig. 5. 
 It is evident that feature extraction using pre-trained CNN 
has revealed the highest accuracy for classification 
contrasting rest of the handcrafted descriptors.  Therefore, 
automated technique of feature extraction using pre-trained 
CNN (VGG 16) has outclassed the traditional handcrafted 
techniques in terms of classification accuracy and has 
resulted in robust descriptor definition compared to 
conventional means of feature engineering based approach. 
Table- I Comparison of results for classification with two 

separate classifiers using three different descriptors 
 

Techniques of Feature Extraction 
 

Accuracy (%) 
 

SV
M 

 
Random 
Forest 

 
Defining Descriptors with Binarization using Bernsen's 
Local Threshold Selection 
 

 
86.
38 

 
88.38 

 
Defining Descriptors with Image Transforms using 
Slant Transform 
 

 
89.
29 

 
91.26 

 
Defining Descriptors Using Pre-trained CNN 
(VGG_16) 
 

 
97.
8 

 
98.4 

Descriptors defined using pre-trained CNN are able to create 
detailed and significant representation of the content in image 
data which is otherwise weaker in hand-crafted techniques. 
The domain specific nature of defining descriptors with 
binarization and slant transform has ignored necessary details 
that are being considered during definition of descriptors 
using pre-trained CNN (VGG_16). Hence the automated 
technique of defining content based image descriptors using 
VGG_16 has reported higher classification accuracy in 
different classifier environments. 
 

 
 

Fig. 5. Comparison of Classification Accuracies 

VI. CONCLUSION 

 The research work has implemented three different 
methods for defining image descriptors based on content and 
has investigated the robustness of contribution of each of 
descriptors for boosting accuracy of classification. Results of 
the experiments have shown the supremacy of the automated 
feature extraction technique using pre-trained CNN over the 
conventional feature engineering based descriptor definition. 
This has established the fact that feature extraction with deep 
neural networks results in revelation of unknown patterns 
which is otherwise not perceived by traditional handcrafted 
methods. The research can be extended towards 
amalgamation of neural net layers for feature extraction in 
hybrid space. The extracted features can then be further 
contrasted to state-of-the-art to evaluate the classification 
efficacy in real time environment. 
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