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Abstract: An Authenticated Security System is a highly desired 
feature. In this paper, a FreeHand Sketch-based Authentication 
Security strategy is proposed for authentication purposes by 
allowing a user to choose one label from a collection of different 
labels and asking him to sketch the corresponding image for the 
selected label for registration to avoid mischievous registration 
and the sketched image gets preprocessed using adaptive 
threshold with Gaussian mixture and then predicted with a 
trained Convolutional Neural Network(CNN) data model to 
generate the necessary image label.  The produced image label 
will compare with selected image label. If both are same then the 
details will store in the system database. The user gets login with 
his/her authorized details with sketch based image password. The 
image password gets preprocessed using adaptive threshold with 
Gaussian mixture and then predicted with a trained CNN model 
to produce the image name.  The produced image name will 
compare with the system database for authentication.  The 
methodology is tested with some sample input image passwords 
and the performance calculation is carried out using metrics like 
Recall and Precision.  The proposed work exhibits the accuracy 
of approximately 85% by ensuring the authentication for the user 
security. 

Keywords: Security, Biometric systems, Authentication, 
Authorization, Security Patterns, Convolutional Neural 
Network(CNN), Free Hand Sketch Based Authenticated Security. 

I. INTRODUCTION 

Security is the major concern in the digital world, where 
data needs to be preserved and properly managed to the end-
users. The security means to the digital data are provided to 
the end-user through authentication and privacy measures. 
The effective solution is providing the best authentication 
mechanisms to the end-users to keep their data secure. In 
recent years, with the development of several security 
patterns [1] there is a pool of well-proven generic solutions 
to the security problems [2]. The security patterns can be 
considered as a tool for non-security experts to provide a 
solution for security problems. In general, most of the web 
applications could provide the basic authentication pattern 
like username, passwordand in some cases, the re-
authentication is possible with multiple actions.  
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The designers should mainly focus on providing security 
techniques to the end-users to protect their data. 
The later techniques of ensuring security are Authenticator 
pattern [1] and Security Session pattern [2] where the 
Authenticator pattern concentrates on the subject’s identity 

that needs to be verified basing on some information with 
the help of some protocol, before assigning proof of identity 
for the subject.  In the context of securing patterns, the 
biometric systems [3] play a vital role in providing enhanced 
security for data protection. The general forms of biometric 
systems we possess are Fingerprint, palm, Iris scanners apart 
from the voice recognition system. The research is being 
carried out in the direction of computer vision strategies in 
more ways to provide much effective security mechanisms 
[4]. Therefore, the integration of images along with the 
conventions of username and password acts as an alternative 
way of securing the data of the users. The challenge or key 
issue in such forms of authentication is to provide vaguer 
space for the set of images to be maintained as a dataset 
provided by different users at the time of registration. Thus 
the designers or the researchers have to focus more on 
providing a more secure form of data privacy and user 
authentication process. The proposed research work focuses 
on providing multi-sketch pattern provision for the users to 
create at the time of registration so that along with user 
name and password the sketch provided by him is also 
acting as a mandatory option for authenticating the user thus 
provides more security for the information. The research 
work in the following sections includes methodology, 
architecture, and results derived from the proposed 
methodology called FreeHand Sketch-based [5] 
Authentication Security using CNN. 

II. PROBLEM STATEMENT 

Initially, the information systems were secured with text 
type passwords and then One Time Passwords(OTPs) were 
introduced for more security reasons. The Text type 
passwords can contain alphanumeric combinations such as 
numbers, alphabets and special symbols that are available in 
the computer keyboard. The authorized person could 
remember if the password is small, but at the same time, an 
unauthorized person could guess these passwords [6]. So, to 
secure the passwords from an unauthorized person there is a 
need to keep a large password making it unpredictable. In 
general,  the text passwords are kept with the combination of 
relatives names, date of birth, cell number, therefore the 
unauthorized person can have the probability of guessing the 
passwords in different trials 
as shown in 
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Fig. 1: Hacking Identity Theft System 

Fig 1 by which the conclusion can be made stating that the 
text passwords are not safe [7]. As the next level of security, 
the combination of text passwords and OTPs are performed. 
Whenever the user gets login with his/her user Id and text 
password, then immediately he/she gets OTP to the 
registered mobile number. Unless and until he/she enters 
OTP is validated, the user is not allowed to perform the 
login. Even though it is secure, the OTP still has some key 
challenges like hacking by the unauthorized person using 
authorized mobile SIM using SIM SWAP techniques and 
social engineering [8]. In the current work, the advantage is 
the server consumes less memory to store the text type 
passwords and takes less processing time to verify the 
authorized details and to generate OTP to the registered 
mobile number, but the disadvantage is less security. 

III. METHODOLOGY 

In our proposed work, an extra security feature is appended 
to the information system that is, an image password that is 
trained using CNN. While comparing the text passwords 
with the image passwords, the images can be easily 
remembered [9] than the text. Till now two existing methods 
were considered for the login process namely Text Password 
and One Time Password(OTP). In this work, the proposal 
has been made by the appending of extra security features 
using a sketch type image password (Pattern) with CNN. In 
this method, the user is allowed to draw an image pattern 
with the help of a mouse in a desktop or with the help of a 
finger in a smartphone. If the image pattern is valid then the 
user can access his/her account otherwise the machine asks 
users to redraw the image password(pattern). The dataset 
has been considered from the QuickDraw dataset from 
Google with a group of 50,00,000 drawings with 344 
different types. 

 
Fig. 2: Architecture of Image and Text Password 

Registration (SignUp) 

A. Image Password Registration 

The overall registration process of Image Password is 
illustrated in Fig.2 to register the image password and text 
password in the system database, the user needs to enter the 
details with text password and draw image password based 
on the selected image label from the given list. In the 
preprocessing stage, the adaptive threshold [10] is applied 
with Gaussian and inverse binary to give us better results for 
images with varying illumination. The obtained image is 
predicted with a trained CNN data model to generate the 
Image Name(IN1). Image Name(IN1) is compared with 
Image Name(IN2); if both are same then the user details, 
image name, and text password will store in the system 
database else request the user to redraw the image password. 

B. Authentication/Validation: 

 

Fig. 3: Architecture of Image and Text 
Password Login 

Overall login process of Image Password is illustrated in 
Fig.3, to authenticate the user is valid or not. The user enters 
details with a text password and will draw the image 
password. In the preprocessing stage, the adaptive 
threshold[10] is applied with Gaussian and inverse binary to 
give us better results for images with varying illumination. 
The obtained image is predicted with a trained CNN data 
model to generate the image name. Image name and text 
password will compare with the system database, if both are 
matching, then login pretends to be successful otherwise 
fails. 
 

C. Adaptive Thres hold with Gaussian and Binary 
Inverse:  

To generate a binary image, thresholding[11],[12], a 
grayscale image with a constant value is the method that is 
used regularly in image processing. For instance, in the 
grayscale image, any pixel value which is bigger than 100 
can be fixed to 1 in the binary image, similarly, any pixel 
value which is equal or smaller than 100 can be fixed to 0. 
The above-specified method is known as fixed thresholding. 
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Fig.4. Convolutional Neural Network Architecture 
 
In the adaptive threshold [10]basing on the 
adjacent(neighboring) pixel intensities the threshold values 
are calculated at each pixel position. In the image the 
threshold value TH(a,b) is computed at pixel position the 
below procedure needs to be executed: 
Step I: m is chosen by the user, and m x m area around the 
pixel position is chosen. 
Step II: The Gaussian weighted average[13],[14] of the 
pixel values which lie in the box are used to compute the 
weighted average of the mxm area and then more weight is 
given to the pixel values which are close to the center of the 
box.  The value is represented by WTA(a,b). 
Step III: To obtain the Threshold value TH(a, b) a constant 
parameter say, param1 is subtracted from the weighted 
average value WTA(a, b) computed for individual pixel in 
the last step.  Therefore, threshold value TH(a,b) at pixel 
position(a,b) can be represented  as 
TH(a,b)=WTA(a,b)- param1. 

➢ Threshold Binary Inverse 

Threshold Binary Inverse swaps the foreground and 
background colors in the processed image from 0 to 255 and 
255 to 0 to achieve better results. 
 0 if src(a,b) > TH(a,b) 

dst(a,b) =  

  mxVl otherwise 
Here a and b are pixel coordinates, mxVl is 255 and TH(a,b) 
is a threshold calculated per pixel. Therefore, in the 
proposed method, an adaptive threshold is applied with 
Gaussian and Inverse Binary to ensure better results for 
sketch-based images with varying illumination.  

D. ConvolutionalNeural Network 

The Convolutional Neural Network[5], [15], [16] is a 
research study under Deep Learning [17], with the class of 
deep neural networks, used for visual imagery analysis. It is 
the extended version multilayer perceptron which is a fully 
connected network where every respective neuron of layer 
‘n’ is connected to whole neurons of another layer. As the 
multilayer perceptron form of full connectedness provides 
the flexibility of overfitting data, CNN can present the more 
complex patterns to assemble data using simple and small 
patterns following the shared weight architecture 

characteristics representing space invariant artificial neural 
networks(SIANN). 
 

➢ Layers used in ConvNets: 

A simple ConvNet is constructed as a series of layers [18], 
where each layer converts the volume of activationsinto a 
different form using a differentiable function as shownin Fig 
4. The construction of our ConvNet architecture includes 
fourlayers namely Convolutional, MaxPooling, Flatten, and 
Dense Layer. 

➢ Convolution(Convol) Layer:  

ConVol Layer is the first layer of CNN where we can 
develop the data and image in general using filters. Now 
filters are small units that applied across the data through a 
sliding window.  These filters are used to extract the features 
from an image as output and sent to the pooling layer as 
input.  This ConVol layer is repeated three times in the 
proposed trained model with different types of filters. 

➢ MaxPooling Layer:  

The MaxPooling layer is usually placed after the 
Convolution layer. The main aim of this layer is to decrease 
the spatial dimension of the input volume for the next layer.  
In this layer, the user applies some filters to select the max 
value from the selected region of the image which gives 
high-intensity pixel value to get the image more clarity.  The 
effect of this layer is done on weight and height but not on 
the depth.  In the proposed model MaxPooling layer had 
applied three times to decrease the spatial dimension of the 
input volume from 28x28 to 3x3. 

➢ Flatten Layer: 

Flattening layer is the last stage of CNN which is used to 
classify the images for better results by converting the data 
into the 1-dimensional array to send it as input to its next 
layer. To generate a single long feature vector, the 
convolution layer output has been flattened.  And it is 
connected to the fully-connected layer(dense layer) which is 
the last classification model.  In the proposed model the 
output of MaxPooling layer 3x3x64 is flattened into 576 
neurons. 
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➢ Dense Layer:  

It is also called as fully-connected layer.  A linear operation 
in which each input is linked to each output with weight.  
So, there are m inputs and n outputs and therefore we have 
m x n weights. In the proposed model the dense layer is 
applied twice by implementing a dropout layer to overcome 
the overfitting problem by reducing neurons range from 576 
to 128, 128 to 64.  

 

Fig. 5: Standard neural network model and the model 
after applying dropout technique 

➢ Dropout Technique:  

Dropout is a regularization technique [19], [20] where 
randomly some neurons (both hidden and active) are 
ignored during the processof training the data set for 
decreasing the overfitting problem in neural networks as 
shown in Fig. 5. They are “dropped-out” randomly.  When 
we have a huge amount of weight parameters and bias 
parameters then the artificial neural network tends to overfit 
the dataset problem for a particular use case.So, we have to 
find out the solution to solve this problem. There are two 
ways to solve the overfitting problem, a.Regularization and 
b. Dropout technique. 
In the proposed model, the dropout technique is used to 
solve the overfitting problem. Initially select a dropout ratio 
to say like ‘p’, where ‘p’ is the range between 0 to 1  and 

choose a subset of features from the input layer, similarly 
select the subset of active neurons or inactive neurons from 
the hidden layer and this process repeats to the remaining 
hidden layers. Based on the input neurons we can assign p 
=0.5 using hyperparameter optimization for the first layer. 
Based on the p-value all the unselected neurons get removed 
from the hidden layers. By using this technique, the error 
rate get reduces. 

E. ConvNets Trained Model: 

The Convolutional Neural Network was trained with 
different layers [18] like Convolution, Max-Pooling, Flatten, 
and Dense Layer. In Fig. 6 it is shown clearly about the 
layers that we have applied in a step by step manner with 
different parameters as input to each layer. Initially, the first 
layer Convolution has taken the freehand sketch image as an 
input with size 28x28 then applied some 16 filters and 
forwarded it to the second layer Max_Pooling. The 
Max_Pooling layer reduced the image size from 28x28 to 
14x14 and forwarded it to the third layer Convolution. This 
process was repeated for two more iterations by reducing the 
image size up to 3x3 and increasing the filters up to 64 and 
forwarded to the seventh layer Flatten. The Flatten layer 
transforms the input taken from the Max_Pooling layer into 
a single vector of 576 neurons. The dense layer is applied  

Fig. 6: Plot of Convolutional Neural Network Trained 
Model Graph 

twice by implementing a dropout layer to overcome the 
overfitting problem by reducing neurons range from 576 to 
128, 128 to 64. At last, the artificial neural network is 
implemented with some hidden layers and the output is 
generated. 

IV. EXPERIMENTAL RESULTS 

In the proposed work, the experimentation is carried out on 
around 1000 sketches and 64 classes with 80%of different 
sketches were considered for training purposes and 20% for 
testing. The prototype system is implemented in python's 
latest version 3.6.5. and JSP. Initially, the user registers into 
the account by giving his/her details and selects the image 
label from the given list as shown in the below sample 
output screenshots and will draw the matching image 
pattern, otherwise, registration gets fail. 
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 In the login process, the user enters the details with a text 
password and will draw an image password which is tested 
with the trained dataset by Convolutional Neural Network 
and generates the image name, then it is compared with the 
image label which is stored in the system database. The 
output screenshots are shown in figure7, 8. 
 

Output Screen Shots of Image Password Registration: 

 
Mismatch Image Password 

 

 
Compatible Image Password 

Fig. 7: Image Password Registration Process 

 

Output Screen Shots of Authentication/Validation: 

 
Login Failed 

 
Login Successful 

Fig. 8: Login Process 
 

A. Performance Evaluation 

The performance of the model is compared using the results 
obtained from the models designed using Convolutional 
Neural Network. The comparison of results is made for 
evaluation of accuracy using the metrics namely, Precision 
and Recall [21]. The Precision, Recall and Accuracy are 
calculated based on the values of True Positive, True 
Negative, False Positive and False Negative. The accuracy 
result is best for balanced data. If the number of testing 
images is same in all the classes, then it is called as balanced 
data so, our proposed method Accuracy is calculated using 
the Metric Formula as shown in Table-I [22]. The results 
derived are tabulated and 
presented in Table-II.

https://www.openaccess.nl/en/open-publications
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Table I: Metric Formula of Precision, Recall and Accuracy 
S.No. Metric Formula 

1 Recall n(TP)/(n(TP)+ n(FN)) 
2 Precision n(TP)/( n(TP)+ n(FP)) 

3 Accuracy (n(TP)+ n(TN))/(n(TP)+ n(TN)+ n(FP)+ n(FN)) 

  
Table II: Precision, Recall, Accuracy on CNN Image Password 

 

Samples 
Image 

Password  
Out of 30 Trials 

Precision % Recall % Accuracy % 
TP FN TN FP 

1 t-shirt 25 5 29 1 96.15 83.33 90.00 

2 tree 17 13 30 0 100.00 56.67 78.33 

3 hammer 25 5 30 0 100.00 83.33 91.67 

4 moon 23 7 20 10 69.70 76.67 71.67 

5 chair 25 5 24 6 80.65 83.33 81.67 

6 triangle 20 10 29 1 95.24 66.67 81.67 

7 apple 19 11 30 0 100.00 63.33 81.67 

8 sun 24 6 28 2 92.31 80.00 86.67 

9 mountain 24 6 30 0 100.00 80.00 90.00 

10 hat 28 2 29 1 96.55 93.33 95.00 

Average 93.06 76.67 84.83 
 

 
 

Fig.9: Precision, Recall and Accuracy of different sketchbasedpassword images 

V. CONCLUSION 

This paper presents a methodology for the FreeHand 
Sketch-based Authenticated Security System using 
Convolutional Neural Network. In general two methods of 
security are considered namely text-based and sketch-based 
password systems and tried to decrease the efforts required 
by end-user to remember passwords.  The precision, recall 
and accuracy values for some sample password images are 
calculated using CNN individually. The results obtained are 
presented in Table-II. In the proposed methodology, the 
average precision, recall, and accuracy values were 
remarkable and the accuracy percentage of validating the  

 
 
authorized user is 84.83%. Precision, Recall, and Accuracy 
of 30 trails for 10 sample password images are shown in 
Fig. 9. The research in this direction can be improved better 
for recognizing an authorized user and also can secure our 
information system from hackers and this work may be 
personalized in the future as a major authentication system 
in the digital world. 
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