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Abstract: Classification is a technique used to predict group 

membership or label for data samples (instances). In order to 
predict the result, the classification algorithm processes the 
training set, which contains a set of attributes and corresponding 
results. One of these classification technique is implemented in 
order to predict divorce in Turkey. This research is executed by 
Yöntem, M. K. et al. in 2019. In this research, Yöntem, M. K. 
concluded that the ANN algorithm combined with 
correlation-based feature selection has the best performance with 
an accuracy of 98.82% and Kappa value of 0.9765. Nevertheless, 
unlike any previous research, ANN is not considered very good in 
terms of the required training time. In several previous studies, it 
was also concluded that other classification algorithms, such as 
SVM, have better prediction accuracy compared to ANN. In this 
study, prediction accuracy and Kappa value between ANN and 
SVM algorithms are compared using the same dataset and feature 
selection as the research done by Yöntem, M. K., to ensure a fair 
comparison between both of the algorithms. The result obtained 
from comparing both algorithms is that the SVM algorithm 
performs better than ANN with an accuracy of 99.8235 and a 
Kappa value of 0.9964. The training time required by SVM is also 
better than the ANN training time. 

 
Keywords: classification, support vector machine, artificial 

neural network, divorce prediction. 

I. INTRODUCTION 

Nowadays, Data Mining and Machine Learning 

techniques such as classification, clustering, association rules 
have played a significant role in extracting undiscovered 
knowledge from a database. Classification is one of the 
techniques used to predict group membership or labels for 
data samples (instances). In order to predict results [1], the 
classification algorithm processes a training set that contains 
a set of attributes and corresponding results. One 
implementation example of this classification technique is 
the divorce prediction in Turkey conducted by Yöntem, M. 
K. et al. in 2019. In the research executed by Yöntem, M. K. 
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et al., a comparison between the accuracy of the ANN, RBF 
Neural Network, and Random Forest algorithms was carried 
out in order to predict divorce in Turkey. The results of this 
research, Yöntem, M. K., have confirmed that Divorce 
Predictors Scale (DPS) developed by Yöntem and İlhan [2] 

based on Gottman partner therapy [3] [4] can predict divorce. 
The best model is ANN, which is obtained by using a 
correlation-based feature selection proposed by Hall in 1999. 
This has confirmed several previous studies which concluded 
that the accuracy of ANN classification is better than other 
classification algorithms such as SVM and RF [5] [6] [7] [8]. 

 However, in several studies, it is also confirmed that ANN 
requires more significant training time compared to other 
classification algorithms such as SVM and RF [5] [6] [7] [8] 
[9] [10]. In several other studies, it is also confirmed that in 
contrast to research conclusion obtained from Yöntem, MK 
et al., 2019, SVM has better performance compared to ANN 
in terms of classification accuracy [10] [11] [12] [13] [14] [ 
15] [16] and its prediction stability [9] [17]. 

Therefore, this study will compare the accuracy between 
SVM and ANN algorithms in predicting divorce using the 
same dataset and feature selection that has been done [19] to 
ensure a fair comparison between the two algorithms. 

II.  LITERATURE REVIEW 

2.1 Artificial Neural Network 

Artificial Neural Network (ANN) is an information 
processing system designed by imitating the way human 
brain work in solving a problem through conducting a 
learning process via changes in synaptic weights. In theory, 
ANN has a minimum of 3 (three) processing units [18], 
including:  
1. Input Layer 

This layer states the value of a pattern used for input on 
the network. 

2. Hidden Layer 
This is the connecting layer between the input and output 
layer, where the resulting output is not directly observed. 
In some instances, the network may have more than one 
hidden layer. 

3. Output Layer 
This is the last layer in the artificial neural network that 
works as the output storage. In some applications, the 
output unit is used to present a pattern.  

2.2 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a technique used to 
compose predictions in either classification or regression 
case.  
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SVM is a machine learning system that follows the 
principle of Structural Risk Minimization (SRM). SRM aims 
to find the best hyperplane, which separates two classes in the 
input space. The best hyperplane between two classes can be 
found by measuring the hyperplane's margin and finding its 
maximum point. As a supervised classification approach, 
SVM search for the maximum distance between either class 
to get better performance of generalization or classification 
on test data [18]. Margin is the distance between the 
hyperplane and the closest pattern called a support vector.  

2.3 Kappa Statistic 

Kappa statistic or Kappa value symbolized by κ [19] is a 
robust statistic used for either interrater or intrarater 
reliability testing. It is a metric that compares observations 
accuracy to expected accuracy. Kappa value is a standard of 
how close the instances classified by the classification model 
are to the actual label. Kappa values can not only be used to 
assess the performance of a classification model but also be 
used to compare the performance between different 
classification models for the same classification case.  

2.4 Prediction accuracy 

A classification model is undoubtedly expected to make an 
utterly correct prediction, but it is undeniable that the 
prediction will not reach 100% correct when implemented. 
This requires performance measurement from the 
classification model in order to understand various aspects of 
the test. One of these aspects is the Prediction Accuracy. This 
aspect is determined by how accurate a model is in predicting 
its output. Accuracy is one of the most often used measures 
for the performance of classification, and it is described as a 
ratio between the correctly classified samples and the total 
number of samples [20].  

The measurement system can be accurate but not exact, or 
precise but not accurate, or even not both. In this case, a 
measurement system is said to be valid if it is accurate and 
precise. Accuracy is a testing method based on the proximity 
level between predicted and actual value. The amount of 
correctly classified data can recognize the accuracy of 
prediction results. 

2.5 Correlation-based feature selection 

Feature selection is a significant element to optimize 
classification algorithm performance. Improved accuracy of 
a classification algorithm can be achieved by implementing 
the appropriate feature selection algorithm. Elimination of 
less relevant attributes can also be achieved by using feature 
selection. Correlation-based feature selection, proposed by 
Hall in 1999, uses functions and search algorithms to 
measure the value of information that a group of attributes 
has on its label [21].   

III. METHODOLOGY 

The research method used in this study is first calculating 
the prediction accuracy of the SVM algorithm by tuning its 
hyperparameter (C and kernel values). Before calculating the 
prediction accuracy, Correlation-based feature selection, that 
was first proposed by Hall in 1999, was implemented on the 
dataset to obtain the most significant attributes [21]. Data 
analysis was performed using tools widely used in machine 

learning or data mining research, namely Weka (Waikato 
Environment for Knowledge Analysis) version 3.8.4, which 
runs on a Mac with Intel Core i7 1.7 GHz processor 
specifications, 8 GB memory 1600 MHz DDR3. 

The dataset used in this study taken from 
https://archive.ics.uci.edu/ml/datasets consisted of 170 
instances and 54 attributes with two labels or classes, namely 
divorced and not divorced. The data collection conducted to 
produce the dataset includes questions about gender, marital 
status, age, monthly income, family structure, type of 
marriage, happiness in marriage, and thoughts on divorce. 
After the Correlation-based feature selection is performed, 
six most significant attributes were obtained, namely the 2nd, 
6th, 11th, 18th, 26th, and 40th attributes [22]. 

The best prediction accuracy and Kappa statistical values 
obtained from the SVM hyperparameter tuning process are 
then compared to accuracy and Kappa values obtained in 
previous studies [22]. Stratified 10-folds cross validation 
were conducted through out the experiment as Weka use it by 
default. The comparison results between prediction accuracy 
and Kappa values of SVM and ANN are then used as a basis 
to conclude the study. Figure 1 shows the proposed 
methodology used in the experiment.  
 

 

Fig. 1 Proposed methodology in the study  

IV. RESULT AND DISCUSSION 

The prediction accuracy and Kappa value for SVM using 
various data pre-procesing techniques and default Weka 
configuration where C value is 1.0, and polynomial is used as 
the kernel are given in Table 1. It is seen from Figure 2 and 
Figure 3 that the best accuracy and Kappa value for SVM 
with the default configuration in Weka obtained by 
standardizing the dataset as the data pre-processing 
technique. 
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In Tables 2 and 3, we can see the prediction accuracy and 
Kappa value resulting from SVM hyperparameter tuning. In 
the hyperparameter tuning, the C values used are 0.1, 0.3, 0.5, 
0.7, 0.9, 1.0, 1.3, 1.5, 1.7, and 2.0. Meanwhile, the kernels 
used are polynomial and Radial Basis Function (RBF) kernel.  

It is seen from Figure 4 and Figure 5 that the best 
prediction accuracy using SVM was 99.8235, and the highest 
Kappa value using SVM was 0.9964. Both best prediction 
classification accuracy and highest Kappa value using SVM 
was reached when the RBF kernel is used and the value of C 
is 0.5. 

Table I: SVM using Weka default configuration  

  Accuracy Kappa 

SVM with normalized 
data 

98,2353 0,9645 

SVM with standardized 
data 

98,6471 0,9728 

SVM without normalized/ 
standardized data 

98,5294 0,9704 

 

 

Fig. 2 SVM classification accuracy using Weka default 
configuration 

 

Fig. 3 SVM Kappa value using Weka default 
configuration 

Table II: SVM hyperparameter tuning accuracy 

C value 
SVM polynomial 

kernel  
SVM RBF kernel  

0.1 98,4118 99,1176 

0.3 98,8824 99 

0.5 98,5294 99,8235 

0.7 98,5882 99,2353 

0.9 98,5882 99,1176 

1.0 98,7647 99,4118 

1.3 99,0588 99,0588 

1.5 99,2941 98,8824 

1.7 99,1765 98,9412 

2.0 99,1765 98,9412 

 

 

Fig. 4 SVM hypertuning classification accuracy 

 

Fig. 5 SVM hypertuning Kappa value 

Table III: SVM hyperparameter tuning Kappa value 

C value 
SVM polynomial 

kernel  
SVM RBF 

kernel  

0.1 0,9681 0,9823 

0.3 0,9775 0,9799 

0.5 0,9705 0,9964 

0.7 0,9717 0,9846 

0.9 0,9717 0,9823 

1.0 0,9752 0,9882 

1.3 0,9811 0,9811 
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1.5 0,9858 0,9776 

1.7 0,9834 0,9788 

2.0 0,9834 0,9788 

 
The final comparison of prediction accuracy and Kappa 

value between ANN and SVM can be seen in table 4. 
Meanwhile, the comparison of training and testing time 
between ANN and SVM when both algorithms reach the best 
accuracy and the highest Kappa value can be seen in table 5. 
It is seen from the Figure 6 and Figure 7 that the prediction  
accuracy and Kappa value of the SVM algorithm are better 
than ANN. From the Figure 8, it is shown that SVM required 
less training and testing time than ANN.  

Table IV: Comparison of prediction accuracy and Kappa 
value between ANN and SVM  

  Accuracy Kappa value 

ANN 98,82 0,9765 

SVM 99,8235 0,9964 

 

 

Fig. 6 ANN and SVM prediction accuracy 

 

Fig. 7 ANN and SVM Kappa value 

Table V: Training and testing time between ANN and 
SVM  

  Training time Testing time 

ANN 0,1039 0,0069 

SVM 0,0001 0,0001 

 

 

Fig. 8 ANN and SVM training and testing time 

Based on the comparison result between ANN and SVM 
algorithms above, it can be concluded that SVM algorithm 
outperformed ANN in the prediction accuracy, Kappa value, 
and training and testing time required in terms of divorce 
prediction using the Divorce Predictors dataset taken from 
https://archive.ics.uci.edu/ml/datasets.  

V. CONCLUSION 

The comparison result between ANN and SVM 
classification algorithm in terms of divorce prediction cases 
using Divorce Predictors dataset taken from 
https://archive.ics.uci.edu/ml/datasets is that the prediction 
accuracy and Kappa value obtained from SVM are better than 
ANN. This confirms the previous research which states that 
SVM has a better performance compared to ANN in terms of 
classification accuracy [10] [11] [12] [13] [14] [15] [16]. 

Also, the training time required by SVM is better than 
ANN. This confirms previous research which states that 
ANN requires more significant training time compared to 
other classification algorithms such as SVM and RF [5] [6] 
[7] [8] [9] [10]. From the experiment it can be concluded that 
SVM outperform ANN in terms of divorce prediction using 
the Divorce Predictors dataset taken from 
https://archive.ics.uci.edu/ml/datasets. 
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