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Abstract: Advancements of recent technology allows the 

delivery of educational materials to be highly interactive. 
Augmented reality (AR) is one of the most promising technology 
that augments reality with computer generated imagery, objects, 
information etc. and allows user interaction. By providing 
visualization and interactive 3D models, it allows students to 
understand any abstract concept on any time, at any place easily. 
In this work we have developed an AR based mobile application 
that can create an interactive 3D view of human skeleton and 
nervous system by using a target image captured by a mobile 
phone camera. The main motive of this application is to help the 
medical students and school level science students to learn 
human anatomy and nervous system in an interactive way so that 
they can enhance their learning procedure. This research 
narrates the concept, application development and results of the 
pilot test. This test is conducted by the medical students of 
different medical colleges of Bangladesh. We have done this pilot 
test to get the users’ experiences from technical viewpoint. 
According to this test we can concluded that students were 
satisfied with this application in terms of the features, usability, 
feasibility and understandability. 
 

Keywords: Augmented Reality, Anatomy Learning, Mobile 
Augmented Reality, Nervous System.  

I. INTRODUCTION 

Augmented Reality (AR) is an emerging technology 

that enhance the reality with computer generated two or 
three dimensional images. It employs different information 
from  real  world  to provide an integrated view  of  a  
particular real world object and  offers  interaction  with  it. 
A mobile based augmented reality application (mAR) 
provides mobilized, flexible and user interactive learning 
environment to users which is independent of time and 
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location. Anatomy and nervous systems are some of the 
most important subjects especially for medical students and 
school level science students. Human anatomy and nervous 
system learning is concerned with the recognition and 
narration of human body structures which needs proper 
visualization of imagination to know the names and  
operations of different body organs and their activities. 
That’s why these learning involves practical vivisection in 
the laboratory, where internal structure of human body and 
animals get revealed. This practical session is needed so that 
students can learn complex things more accurately. But after 
completing this session it becomes difficult for  students  to  
memorize  the  topics  because   it could  not  grow  deep  
rooted  understanding of this subject [1]. However, mobile 
based augmented reality application can be one possible 
solution of this problem which can makes a concept fully 
understandable to students by illustrating a responsive 360-
degree view of a model in the actual environment, actual 
scale, and any time and at any place. 

Using target images  collected  from  books  or a 
downloaded document from websites or from printouts, a 
mobile based augmented reality application can scan images 
through the camera of a smartphone  and  can  generate  a  
3D  view  of images that can help both the  teachers  and the 
students by giving them immersive environment. This 
application can also be considered as an economical option 
for introducing a modern aspect to 2D images and physical 
objects. 

This paper aims to discuss the development and testing of 
an augmented reality (AR) application for teaching as well 
as learning anatomy, nervous system, different bones, eye 
etc. for human body. Section II discusses the literature 
review; Section III describes the application architecture of 
the proposed AR application; Section IV discuss about pilot 
testing and students feedback after using this application. 
This paper concludes at Section VI 

II. LITERATURE REVIEW 

A. Existing AR Based System 

According to  a  report,  68.7   million   (20.8% of the 
overall population)  people  in  USA  use AR at least once 
per  month  in  2019  [2].  Some of the applications of AR 
include gaming [3], entertainment, archaeology [4], 
architecture [5], commerce [6], tourism [7] etc.  
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Several published work focused on utilization of 
augmented reality in education and most of them get 
positive results [8]. Study conducted by Kaya and Bicen [9] 
reveals that the applications augmented reality in 
educational environments has a positive impact and it 
increases the academic achievement of students. Joanne Yip 
et al. [10] have conducted a study on a sewing workshop 
and found that the use of AR videos provides better learning 
result in terms of learning performance and efficiency 
compared with the use of hand- outs in classes. The 
participants included 46 freshmen and this study showed 
that students’ learning experience and understanding of 

complex concepts can be enhanced through AR videos. 
Studies found that generally students perceived successful 
learning of anatomy through various combinations of 
memorization, under- standing as well as visualization [11].  

B. AR Based Medical Training System 

AR can be used in other medical training also. T Blum et 
al. [12] have proposed an ultrasound (US) simulator based 
on AR in which contextual in-situ techniques are imposed to 
visualize the location of US slice inside the body. J Barrow 
et al. have introduced an augmented reality (AR) application 
to educate medical students about metabolism, especially 
glucose metabolism and insulin signaling [8].  

C. Existing AR based Mobile/Web Application for 
anatomy learning 

Umeda et al. [13] have proposed an AR based medical 
training system to show some three dimensional anatomical 
objects like skeleton, heart and organs. Human Anatomy in 
Mobile Augmented Reality or HuMAR, a process developed 
by S S Jamali et al. to enhance students overall learning 
process. The prototype model can be able to give students 
both description and location of different human bones as 
well as their reference links [14].  To teach anatomy T Blum 
et al. have presented a magic mirror based on AR so that the 
user can understand the spatial relations between his body 
and the virtual interaction plane [15]. An AR based medical 
anatomy edutainment system was proposed by P Stefan et 
al. that supports gesture based interaction with user [16]. 

Anatomy, nervous system, and all other organs learning 
are some of the beginner and basic subjects in medical 
colleges in Bangladesh. It is quite a big challenge for any 
new comer Bengali-based learner to memorize these 
terminologies as well as their functionality since all the 
textbooks were written by English speaking background 
(ESB) writers [17]. This is why we proposed a mobile-AR 
based application to assist and improve students self-
learning skills. Our application can model human Skeletal, 
Bones, Nervous System, Brain and Eye by using extended 
features such as separate viewing angle, rotation option, 
zoom in/out option etc. A comparison of our application 
with other applications is shown in Table I. 

III. APPLICATION ARCHITECTURE 

The overall architecture of our proposed model is shown 
in Fig. 1 and it consists of the following three major phases. 

A. Technical Requirement 

Technical requirements are the set of hard- ware issues 
that must be considered to operate   a product effectively. 
We have selected mobile phones (both IOS and Android) to 
project AR objects and the minimum API requirement for 

the smooth running of this application is version 4.1(Jelly 
Bean) and version 7.0.1 for IOS. The target images are 
captured using back camera and the resultant augmentations 
are exhibited through front panel display screen. 

B. 3D Model Building 

Autodesk Maya, version 2016 is used for modeling each of 
the 3D objects. All the features were transformed into this 
software to develop models. With the guideline of 
anatomical expert, each part was deconstructed within 
Autodesk Maya into several components and then accurately 
positioned according to the skeletal and nervous system. As 
a result this system provides more detail user 
understandings. Textures were mapped to make each 
component more realistic in 3D form. Table II shows all 
developed model and their features.  

C. Software Development Kit 

An AR extension is required for producing an augmented 
environment. Vuforia is a soft- ware platform that is 
designed for high quantity operation of AR on mobile 
devices. It also provides tools for creating all categories of 
AR experience. A mobile educational courseware 
application approach was employed in our pro- posed 
system. Vuforia extension was integrated into Autodesk 
Maya as well as Unity3D (version 2019, 30a2 (Alpha)) for 
rendering and tracking AR. All 3D components (in .fbx file 
format) were exported to Unity3D software and 
incorporated with Vuforia. Unity3D gives all necessary 
tools for labeling and describing objects to provide relevant 
information to students. 

 
Fig. 1. Application Architechture of Proposed Approach 
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IV. RESULTS AND DISCUSSIONS 

A. Pilot Testing Result and Application Usage Feedback 

Some sample screenshots showing this application 
running on an Android mobile are shown    

 
 

Table- I: Summary of Existing System and Comparison with Our System 
Name of 
System 

AR models Features Type of App Primary User Pilot 
testing 

S
pe

ci
al

 
se

tu
p 

re
qu

ir
ed

 

D
es

kt
op

 
A

pp
 

M
ob

il
e 

A
pp

 

[13] Heart 
Skeleton 
Organs 

3D view of each part Yes   Medical school 
students 

No 

HuMAR 
[14] 

 

Anatomy Human skeletal 
structure 

  Yes Medical school 
students 

Yes 

Mirracle 
[15] 

Organs 

 

Gesture based 
Interaction 

Text information 

Yes   Education of 
anatomy in 

classrooms, museums 
or exhibitions. 

No 

AR bone 
puzzle [16] 

 

Human bone Users learn by 
assembling the virtual 
bone pieces on their 

body. 
 

Gesture based 
interaction. 

Yes   Medical students and 
young children 

Yes 

Our 
proposed 
system 

Anatomy 

Organs 
(Brain, Eye 

etc.) 

 

3D anatomical view 
with text based 
information of 
different parts 

User can select each 
any part for further 

inspection 

Supports zoomed 
in/out, image 
capturing etc. 

  Yes Medical as well as 
other students. 

Yes 

 

 
Table- II: Model Description with Available Features   

Models Description Feature 
Skeletal Labeled view of human skeleton. Individual parts of skeleton and nervous system can be 

selected separately to make them clear. 
 
Rotation, Zoom in/out of each model for close and detailed 
inspection. 
 
User can be able to capture pictures of what they are 
viewing in the display screen. 

Bone Bone description, Labels of each 
part. 

Nervous 
system 

Labeled view of human nervous 
system. 

Brain Labeled view of human brain. 
Eye Labeled view of human eye. 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

 

 
(f) 

 
Table- III: Model Description with Available Features   

 Question 1 Question 2 Question 3 Question 3 Question 5 Question 6 

Strongly Agree 95.23% 80.96% 96.83% 92.07% 90.48% 76.19% 

Agree 4.76% 15.87% 3.17% 7.93% 9.52% 15.88% 

Neutral 0 3.17% 0 0 0 4.76% 

Disagree 0 0 0 0 0 3.17% 

Strongly Disagree 0 0 0 0 0 0 
 

Fig. 2. Sample AR objects from our proposed application running on an Android mobile. (a)Labeled human 
skeleton, 

(b) Separately selected chest area, (c) Labeled arm area, (d) Labeled nervous system, (e) selected  eye area, (f)human brain  
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Fig. 3. Students Feedback 

 
in Fig. 2. To calculate the reliability and performance of the 
proposed system, at first we have conducted pilot testing. 
Then a questionnaire   (attached in appendix) is served 
among 63 randomly chosen students to collect feedback. 
Our intention  was  to  find  if  they  are  interested  in AR 
based  learning  environment  or   not.   50% of them 
strongly agreed, 40% agreed and 10% gave neutral feedback 
that through visualization AR based system provides better 
understanding. 35% strongly agreed and 50% agreed that 
this system is useful to enhance their learning. 35% 
participants strongly agreed, 25% agreed, 5% neutral, 20% 
disagreed and 15% strongly disagreed that this application 
will be more effective if it contains more models as well as 
features.  
Moreover, students stated “We didn’t have any kind of AR 

(Augmented Reality) based class before”; “this system is 

more useful for junior rather than senior students”. All of 

their feedbacks are plotted into a chart as shown in Fig. 3 
and the statistics of their feedbacks are shown in Table III. 

V. CONCLUSION 

Our application provides an interactive way for both 
medical and school level science students and instructors to 
learn and teach complex concepts of human anatomy and 
nervous system. This work, we have analyzed different AR 
based application in different sectors of education. We have 
received positive feedback from the end-users as well. Our 
application works both in Android and IOS operating sys- 
tem, so this application is operating system independent. In 
future we will stress on the robustness of this application. 
We will try to add virtual reality in order to enhance this 
type of visualization. 
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APPENDIX 

This section contains the questionnaire that was distributed 
among students to collect their feedback. 
Feedback form: 
Please put your valuable feedback here.  
I am interested in AR based learning system because it gives 
better understanding through visualization. 

(A) Strongly Agree 
(B) Agree 
(C) Neutral 
(D) Disagree 
(E) Strongly Disagree 

This app will help me to enhance learning. 
(A) Strongly Agree 
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(B) Agree 
(C) Neutral 
(D) Disagree 
(E) Strongly Disagree 

This AR based app is easy to use. 
(A) Strongly Agree 
(B) Agree 
(C) Neutral 
(D) Disagree 
(E) Strongly Disagree 

I do not need any technical support to use this 
application. 

(A) Strongly Agree 
(B) Agree 
(C) Neutral 
(D) Disagree 
(E) Strongly Disagree 

It would be better if it contains more models as well as 
features. 

(A) Strongly Agree 
(B) Agree 
(C) Neutral 
(D) Disagree 
(E) Strongly Disagree 

In my opinion, this app is helpful for first year medical 
students only. 

(A) Strongly Agree 
(B) Agree 
(C) Neutral 
(D) Disagree 
(E) Strongly Disagree 
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