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Abstract: Temporal data clustering examines the time series 
data to determine the basic structure and other characteristics of 
the data. Many methodologies simply process the temporal 
dimension of data but it still faces the many challenges for 
extracting useful patterns due to complex data types. In order to 
analyze the complex temporal data, Hybridized Gradient Descent 
Spectral Graph and Local-Global Louvain Clustering 
(HGDSG-LGLC) technique are designed. The number of 
temporal data is gathered from input dataset. Then the 
HGDSG-LGLC technique performs graph-based clustering to 
partitions the vertices i.e. data into different clusters depending on 
similarity matrix spectrum. The distance similarity is measured 
between the data and cluster mean. The Gradient Descent 
function find minimum distance between data and cluster mean. 
Followed by, the Local-Global Louvain method performs the 
merging and filtering of temporal data to connect the local and 
global edges of the graph with similar data. Then for each data, 
the change in modularity is calculated for filtering the unwanted 
data from its own cluster and merging it into the neighboring 
cluster. As a result, optimal ‘k’ numbers of clusters are obtained 

with higher accuracy with minimum error rate. Experimental 
analysis is performed with various parameters like clustering 
accuracy ( ), error rate ( ), computation time ( ) 
and space complexity ( ) with respect to number of temporal 
data. The proposed HGDSG-LGLC technique achieves higher 

 and lesser , minimum  as well as  than 
conventional methods. 

 
Keywords: Temporal data analysis, Gradient Descent Spectral 

graph clustering, Local-Global Louvain method, change in 
modularity  

I. INTRODUCTION 

The cluster contains complete knowledge about temporal 
data and understands dataset structure. The processing of 
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large volume of data is more complicated. Therefore, 
clustering is a process of dividing large dataset into clusters 
to minimize complexity of processing data. 

A novel approach called Evolutionary Clustering based on 
Graph regularized Nonnegative Matrix Factorization 
(ECGNMF) was introduced in [1] to find the dynamic 
communities. The designed clustering technique failed to use 
the similarity index for achieving higher accuracy. In [2], 
bi-weighted ensemble approach divided temporal data into 
different clusters with the help of a hidden Markov model. 
But, designed approach has more computation time and space 
complexity.    

A general transformation approach was introduced in [3] 
for grouping the data with similarity. The designed approach 
failed to accurately discover the patterns in the dataset. 
Hidden Markov models (HMMs) was presented in [4] to 
analyze the sequential time series data. But the complex time 
series data were not analyzed with lesser complexity. A 
copula-based distance measure was introduced in [5] for 
clustering data depending on dependence structure. But the 
clustering accuracy was not improved.  

A k-Medoids algorithm was designed in [6] to cluster data 
using affinity search. The designed algorithm was not 
improved the clustering accuracy while processing the 
complex data.  A finite mixture model was designed in [7] to 
perform a dynamic clustering of Spatio-temporal data. The 
clustering accuracy was not improved by designed model. A 
novel method called multivariate reconstructed phase space 
(MRPS) was developed in [8] for finding the multivariate 
temporal patterns. A hierarchical aligned cluster analysis 
(HACA) was developed in [9] to divide multi-dimensional 
time series into segments. However, the computational 
complexity was not reduced. Consistent algorithms were 
designed in [10] for clustering the time series with a 
minimum error rate. But the algorithm was not effectively 
minimizing the time complexity in the data prediction. 

1.1  Proposal Contributions 

The problems identified from the existing survey are 
addressed by novel HGDSG-LGLC technique. The overall 
contribution of the proposed work is: 
▪ To improve the temporal data clustering accuracy, the 

HGDSG-LGLC technique is introduced with the hybrid 
technique.  The hybrid of spectral clustering and Louvain 
method is applied to form similar data into cluster with 
minimum time. The similar data are identified by 
determining distance between data and cluster mean (i.e. 
centroid). The gradient descent function is used for finding 
similar data with lesser distance from centroid.   
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▪  The Local and global Louvain method is applied to 
validate the cluster and the data. If data is not a member of 
particular cluster, then it filtered from own cluster and 
merging into the nearest cluster centroid. This process 
helps to correctly group the similar temporal data into the 
cluster with lesser  and .  

1.2 Paper Outline 

The manuscript is organized as: Section 2 elaborates the 
issues and challenges during the bitemporal data clustering in 
the literature survey. Section 3 describes the HGDSG-LGLC 
technique for bitemporal data analysis. In section 4, 
experimental settings are described with time series dataset 
and the performance results of various parameters are 
discussed in section 5. Finally, section 6 concludes the work.  

II. LITERATURE SURVEY 

A variational Expectation-Maximization algorithm was 
designed in [11] for partitioning the data into different 
clusters. The designed algorithm failed to improve clustering 
accuracy. Dynamic random graph clustering of temporal data 
was presented in [12] using Variational 
expectation–maximization. The clustering algorithm failed to 
perform cluster analysis in efficient way. Generalize d k 
-means-based clustering algorithm was presented in [13] for 
data clustering with lesser time consumption. But the 
algorithm was not minimized the error rate. A hybrid 
clustering algorithm was presented in [14] with data 
similarity value. Though the algorithm improves the 
accuracy, clustering time was not reduced.   
A sparse subspace clustering (SSC) algorithm was presented 
in [15] to partition data with minimum error rate. The 
developed algorithm was not minimized the space 
complexity. Continuous Clustering of Trajectory Stream 
Data was presented in [16] for achieving the higher clustering 
quality. But the clustering technique requires more storage 
space.  
The sliding window method combined with dimension 
reduction techniques was presented in [17] for time-series 
analysis and pattern identification. But the technique failed to 
achieve higher clustering accuracy.  Hidden Markov model 
ensembles were presented in [18] for dividing the temporal 
data. The designed model improves the accuracy but the 
performance of the error rate was not reduced.  
A dynamic fuzzy cluster (DFC) was introduced in [19] for 
organizing the data. The performance of clustering accuracy 
remained unsolved. The two incremental fuzzy clustering 
techniques were developed in [20] for partitioning the time 
series data with higher accuracy. The clustering time was not 
minimized.  
The problems identified from above mentioned works are 
addressed by implementing a new clustering technique 
termed HGDSG-LGLC. The brief description of 
HGDSG-LGLC method is given in next section. 

III. HYBRIDIZED GRADIENT DESCENT SPECTRAL 
GRAPH AND LOCAL-GLOBAL LOUVAIN 
CLUSTERING   FOR BITEMPORAL DATA 

CLUSTERING  

Due to large volume of gathered temporal data and increase 
in complexities, data processing has become a more 
significant procedure. In order to minimize the complexity 

involved in the processing and analyzing such a volume of 
data, a novel technique called HGDSG-LGLC is introduced. 
The HGDSG-LGLC technique is the graph-based clustering 
technique. The clustering is the process of grouping the 
temporal data into different categories or clusters.  The 
detection of clusters in large graphs is becoming a major 
problem. Therefore, the hybridization technique improves the 
clustering performance with minimum time.  

3.1 Network model  

Let us take, temporal dataset  and collect the number of 
time series data . After collecting, the 
hybrid method is applied for grouping the similar data for 
further processing. The proposed HGDSG-LGLC technique 
constructs the undirected graph model   where ‘ ’ 

represents a number of nodes (i.e. temporal 
data ), ‘ ’ represents the edges i.e. link 

between the data. The undirected simple graph is shown in 
figure 1. 

 

Figure 1 illustrates the undirected graph with vertices 

 and edges are symbolized 

as .  The temporal clustering problem 
consists of finding the partitions of the vertex in the form of 

 such that  exhibits the 
cluster structure. Then the gradient descent spectral 
clustering algorithm is applied to a Louvain method for 
partitioning the vertices into different groups.  

3.2 Graph-based Bitemporal data clustering  

The Graph-based Bitemporal data clustering technique called 
HGDSG-LGLC is used for analyzing the complex bitemporal 
data. The HGDSG-LGLC technique uses the hybridization of 
the spectral clustering with the Louvain method.  
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As shown in figure 2, the flow process of HGDSG-LGLC 
technique to analyze the bitemporal data through the 
clustering process. Let us dataset  and collect the number 
of time series data . The gradient descent 
spectral clustering uses the spectrum (eigenvalues) of the 
similarity matrix of temporal data for grouping process.  
Therefore, it initially computes the similarity between the 
vertices (i.e. data). Here, the distance function is used for 
determining similarity between temporal data which is 
expressed as follows, 

         (1) 

 
Where,   represents the distance,  and  denotes the two 

temporal data. Then the similarity matrix is constructed with 
the distance similarity values, 

                 (2) 

 
In (2), denotes a similarity matrix between the two data. 

Then the unnormalized Laplacian matrix is constructed with 
the diagonal matrix and similarity matrix as follows, 

              (3) 
 

Where,  denotes an unnormalized Laplacian matrix,  
represents the diagonal matrix,    is the similarity matrix. 
The diagonal matrix with the degrees on the 
diagonal which is expressed as follows, 

     (4) 

 

Where,  represent diagonal matrix. The first ‘K’ largest 

eigen values of Laplacian matrix and corresponding 
eigenvectors,  are determined and form 
matrix by Eigen vectors in column. The matrix is given as 
follows, 

         (5) 
 

From (6),  symbolizes the matrix. Then, normalized 
Laplacian matrix is constructed through renormalizing every 
row of ‘ ’matrix. The new matrix is constructed whose 

columns represent the eigenvectors corresponding to the ‘m’ 

smallest eigen values.  

                  (6)  

 

  Where, rows of the matrix ‘ ’ as collection of ‘n’ 

temporal data and group them into ‘k’ number of clusters by 

k-means clustering algorithm. Initially, the mean is assigned 
to each cluster. Then, the proposed technique uses gradient 
descent function to find minimum distance between data and 
cluster mean value. 

     (7) 

 
 Where,  denotes a gradient descent function,  denotes 

a mean of the clusters,   is the temporal data.  By applying k 
means, the mean (i.e. centroid) value for each cluster is 
defined. The  abbreviated as argument of the 
minimum at which the function values are minimized. The 
temporal data close to the mean is assigned to particular 
cluster ‘ ’ if row of matrix is allocated to cluster . 

 Then the Louvain method uses two functions namely 
merging and filtering of bitemporal data in order to obtain the 
local and global information. The local information 
represents the knowledge of the neighbors of each vertex to 
perform graph clustering. The global information represents 
the knowledge of the whole graph structure. This function 
helps to retrieve the clusters of highly interconnected data. 
  In order to connect the local edges of the graph, the 
temporal data which is closer to their mean is grouped into 
the cluster. If the temporal data is not closer to their cluster 
mean value, the data is removed from the current cluster and 
verifies the distance similarity to the other clusters to insert 
the data. This helps to connect the vertex into the global 
edges of the graph. The merging and the filtering process of 
the Louvain method is expressed as follows, 
 

    (8) 

Where,  denotes a change in graph modularity,   
denotes sum of all link weights between nodes inside cluster 
inserted,   denotes sum of all link weights to node in 
cluster moving into,  represents the weighted degree of the 
node ‘ ’,  denotes a sum of the link weights between ‘ ’ and 

other nodes in the cluster that ‘ ’ is moving into, ‘ ’ is the 

sum of the weights of all links in the network. The modularity 
is used to measure the structure of graphs and also used to 
measure the strength of partition of a graph into clusters. The 
change in graph modularity is used for identifying the links 
within a cluster and the links between clusters. Hence the 
proposed technique is called as local and global Louvain 
method.  
 This clustering process is repeated until all the data are 
clustered into a cluster. The merging and filtering process of 
the Louvain method connects the local and global edges of 
the graph to improve the clustering performance and 
minimize the error rate.  
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The algorithmic process of HGDSG-LGLC is described as, 
 

 
 

 Algorithm1 describes the hybridization of spectral 
clustering and the Local-Global Louvain method for 
clustering the bitemporal data.  At first, similarity matrix is 
formed with the help of distance between two vertices (i.e. 
data) in the graph.  Based on the similarity matrix, the 
unnormalized Laplacian matrix is formed. Then, the diagonal 
matrix is constructed and subsequently, first ‘k’ Eigenvectors 
is computed and constructs the new matrix. With identified 
Eigenvectors, the normalized Laplacian matrix is formed. 
Finally, ‘k’ means algorithm is used and defined the ‘k’ 

clusters with mean value. For each data in the cluster, the 
distance is calculated and identifies the minimum distance 
between them. If the distance is minimal, then the data is 
assigned to the particular cluster. Otherwise, the change in 
modularity is calculated for filtering the data from the current 
cluster and merging the data into the neighboring clusters 
which have minimum distance. This process is repeated until 
all data are combined into the cluster. Finally, the optimal ‘k’ 

number of clusters is obtained with higher accuracy.  

IV.  EXPERIMENTAL SCENARIO 

 In this section, experimental evaluation of HGDSG-LGLC 
and existing techniques ECGNMF [1] and Bi-weighted 
ensemble approach [2] is carried out using Java language 
with Activity Recognition from Single Chest-Mounted 
Accelerometer Dataset is taken from UCI machine learning 
repository [21]. This dataset includes the temporal data points 
from wearable accelerometer fixed on chest. There are 15 
participates performing seven different activities are found 
through clustering process.   The attributes characteristics are 
real. The association tasks are clustering and classification. 

  Performance analysis of the proposed technique is 
compared with existing results with certain parameters such 
as , ,  and . For the experimental 
consideration, ten different runs are performed with temporal 
data ranging from 1000 to 10000.  

V.   RESULTS ANALYSIS 

 The experimental results of parameters using 
HGDSG-LGLC and existing techniques [1] and [2] are 
discussed. The various parameters are , ,  

and . The results are discussed using either table or 
graphical representation and the statistical calculation is 
provided for each subsection to show the results of proposed 
technique against conventional clustering techniques. 

 5.1 Impact on clustering accuracy  

  is defined as the ration of number of temporal data 
that are correctly grouped to form clusters to the total number 
of data. The clustering accuracy is measured using the 
following equation, 
 

        (9) 

  
Where,  denotes clustering accuracy measured in terms 
of percentage (%).  

Table 1 Clustering Accuracy 

Number of 
data 

Clustering Accuracy (%) 

HGDSG-
LGLC 

ECGNMF 
Bi-weighted 

ensemble 
approach 

1000 91 85 78 
2000 90 82 76 
3000 92 84 77 
4000 91 86 83 
5000 93 88 86 
6000 92 87 82 
7000 95 89 87 
8000 96 87 86 
9000 95 88 84 

10000 94 89 87 
 
  Table 1 describes the performance results of temporal 
data clustering accuracy with three techniques namely 
HGDSG-LGLC, [1] and [2]. In order to calculate the 
clustering accuracy, data is taken in range from 1000 to 
10000 for conducting the experimental scenario. The 
reported clustering accuracy of HGDSG-LGLC technique is 
higher than the existing techniques. The clustering accuracy 
is improved by applying the hybrid technique. The spectral 
clustering constructs the similarity matrix to group the 
similar temporal data by applying the k means algorithm. The 
local and global Louvain method calculates the modularity 
for filtering the unwanted data within the cluster and merging 
into the neighboring cluster. This process of HGDSG-LGLC 
technique achieves higher clustering accuracy.  
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   The improvement of the accuracy using HGDSG-LGLC 
technique is proved by the mathematical calculation. Let us 
consider the 1000 data for calculating the clustering 
accuracy. The HGDSG-LGLC technique correctly clustered 
910 data and their accuracy is 91% whereas [1] and [2] 
grouped 850 and 780 data and their accuracy percentages are 
85% and 78% respectively. Finally, the ten different results 
of clustering accuracy of HGDSG-LGLC technique are 
compared to the conventional methods. The average of ten 
results confirms that the clustering accuracy is found to be 
higher using HGDSG-LGLC technique. The comparison 
results prove that the accuracy is improved by 7% and 13% 
than [1] and [2] 

5.2 Impact on error rate  

 is defined as the ratio of number of data incorrectly 
grouped to the total number of data. It is measured in terms of 
percentage (%) and formulated as,  

   
0      (10) 

 

 
Figure 3 Performance results of error rate 

Figure 3 depicts the performance results of error rate for 
different number of data. The temporal data are gathered 
from dataset. As shown in graph, the number of data is given 
in the ‘x’ axis and output of the error rate is obtained at the ‘y’ 

axis. The results of three clustering techniques are 
represented in three different colors of the cone. The rose 
color cone indicates error rate of proposed HGDSG-LGLC 
technique whereas the blue color and green color cone 
indicate the error rate of two existing methods [1] and [2] 
respectively. The above figure clearly shows the error rate is 
found to be minimized using HGDSG-LGLC technique. This 
is due to the application of the local and global Louvain 
method. The method initially finds the local relationship i.e. 
data and cluster mean. When distance between mean and data 
is lesser, the data is a member of that specific cluster. If the 
data is not a member of specific cluster, it removed from the 
own cluster and inserted into the neighboring cluster. The 
inserting and removing are performed through the 
modularity.  This helps to minimize the error rate of temporal 
data clustering. The ten various results of an error rate of 
HGDSG-LGLC technique is found to be minimized by 48% 
and 59% as compared to [1] and [2]. 

5.3 Impact on computation time  

 is defined as the amount of time taken to group the 
similar temporal data to form the cluster. The formula for 
measuring the computation time is given below, 

 
From (11),  represent time for clustering one temporal data 
‘ ’. It is measured in milliseconds (ms).   

 Table 2 Computation Time 

Number of 
data 

Computation Time (ms) 

HGDSG-
LGLC 

ECGNMF 
Bi-weighted 

ensemble 
approach 

1000 20 24 28 

2000 22 26 32 

3000 27 33 39 

4000 32 36 44 

5000 38 40 45 

6000 40 42 48 

7000 43 46 50 

8000 46 48 54 

9000 50 52 59 

10000 53 56 62 

 
Table 2 shows the computation time with respect to a 

varying number of temporal data ranging from 1000 to 10000 
using three different methods. By increasing the number of 
data packets, the computation time differs due to increasing 
the number of temporal data for each iteration.  From the 
table, it is inferred that the computation time is found to be 
minimized using HGDSG-LGLC technique when compared 
to the existing technique. HGDSG-LGLC technique uses 
gradient descent function to identify minimum distance 
between the data and cluster mean. This helps to effectively 
identify the cluster members with lesser time.   

This is evident from the mathematical calculation when the 
number of temporal data was found to be 1000, the 
computation time of HGDSG-LGLC technique is . The 
computation time was ‘ ’ using [1] and ‘ ’ using 

[2] respectively. The obtained results clearly evident the 
computation time using HGDSG-LGLC technique is 
minimized by 9% compared to [1] and 24% when compared 
to [2].  

5.4 Impact on space complexity 

  is defined as the amount of memory space consumed 
to store clustered temporal data and it is computed by,  

 
Where  is the space complexity,  denotes number of 
data,’ ‘ ’ denotes a temporal data. The unit to measure the 

space complexity is mega bytes (MB). 
 

http://www.ijeat.org/


 
Hybridized Gradient Descent Spectral Graph and Local-global Louvain Based Clustering of Temporal Relational 

Data  

3520 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number: C5989029320/2020©BEIESP 
DOI: 10.35940/ijeat.C5989.029320 
Journal Website: www.ijeat.org 

 
Figure 4 Performance results of space complexity 

Figure 4 given above shows the effect of space complexity 
for different temporal data ranging from 1000 to 10000 using 
three different methods. The horizontal axis represents the 
number of temporal data and the vertical axis represents 
space complexity.  By increasing the number of temporal 
data, the space complexity is found to be reduced. However, 
from the figure, it is inferred that the space complexity is 
minimized using HGDSG-LGLC technique. This is achieved 
by measuring the change in modularity. This helps to remove 
the unwanted temporal data within the cluster and insert to 
the other neighboring cluster. From the results, only similar 
data are clustered inside cluster. In this manner, the space 
complexity is found to be minimized using HGDSG-LGLC. 
The average of comparison results evidently proves that 
space complexity of HGDSG-LGLC technique is reduced by 
14% when compared to [1] and 25% when compared to [2]. 
The above-discussed result of different parameters clearly 
proves that the proposed HGDSG-LGLC technique 
efficiently performs the temporal data analysis through the 
clustering with minimum time. 

VI. CONCLUSION  

A novel technique called hybrid clustering with the graphical 
structure for bitemporal data analysis is performed aiming to 
improve the accuracy and minimize time.  The gradient 
descent spectral clustering is used to measure distance 
similarity between data and cluster mean for data grouping. 
With help of distance measure, similar data is combined into 
form the cluster. The change in modularity is calculated to all 
the clusters for reducing irrelevant data inside the cluster. The 
irrelevant data inside the cluster is filtered and inserting into 
the other neighboring clusters. This, in turn, improves the 
temporal data clustering accuracy and minimizes the error 
rate.  Experimental analysis of proposed HGDSG-LGLC 
technique and conventional methods are carried out using 
human activity recognition dataset. The performance results 
are evaluated with conventional methods. The compared 
result shows that clustering accuracy is enhanced with 
minimum time, space complexity as well as error rate than 
existing methods.  
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