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Abstract: I mage processing is a process of extracting features
from an image. The features of the image are extracted using the
correlation model, based on Gray-Level Co-Occurrence Matrix
(GLCM). Each of the images considered for data set are
converted into gray level before applying Gaussian Mixture
Model (GMM). The features extracted from GLCM are given as
an input to the model-based technique so that the relative
Probability Density Functions (PDF) are extracted. The
comparison is carried out in the same manner by identifying the
relative PDF of the training set and test data by using Kullback-
Leibler divergence method (KL-Divergence). In this paper an
attempt is made for developing an effective model to retrieve the
images based on features by considering GLCM and GMM. The
results derived show that the proposed methodology is able to
retrieve images more effectively.
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I INTRODUCTION

As the number of images accessible in the global scenario
are increasing exponentially, the area of image processing
turned to be more prevailing and its importance is more
focused during the retrieval of specific images of interest.
This area has become more dominant as its applications are
enhancing from ordinary images to medical images. The
other applications of this field include content-based
retrieval, medical analysis, video retrievals etc.

In this paper, a methodology is proposed by considering an
application of retrieval using the content. In order to extract
the contents, features play a crucia role. GLCM is
considered for the effective identification of the features.
Among the various features related to the retrieval of the
images based on GLCM, we have considered the correlation
model. The features from the image is extracted by using
GLCM methodology and each of these features are given as
an input to the model, based on Gaussian distribution. Then
the relative Probability Density Functions (PDF) of the
images are extracted and the PDF of the entire image data
set are estimated and are stored in the database. The same
analogy is carried out for the test data.

In the current methodology, we have taken the images from
MirFlikr data set. The correlation of the images are
identified using KL-Divergence method.
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Most of the articles related to this area of research witness
the methodologies, where the identification of the relevant
images from the image pool is considered by using different
feature methodologies.

However, the features considered for the retrieval of the
relevant images are appropriate to retrieve the images more
accurately, due to several associated factors namely
dimension, colour, homogeny, intensity, texture, and
correlation. The present methodologies in the literature are
confined to some of the feature extraction and are also based
on edges or shape. However, to identify the images more
appropriately, the correlation between the images together
with the statistical properties of the images needs to be
considered. This present model makes an attempt in this
direction.

. RELATED WORK

In order to retrieve the relevant images from the data sets
severa methods have been presented in the literature of
which methodologies based on edge and boundary
extractions are mostly verified [1] [2].

However, the limitation of these methods is that if the shape
of the image changes, the retrieval accuracy is at stake. In
order to overcome this challenge methodologies based on
neural networks, Singular Value Decomposition (SVD),
pattern matching algorithms, bio-inspired technologies are
also presented in the literature [3], [4], [5], [6], [7], and [8].
However, to retrieve the images of interest more accurately
it is necessary to identify the features.

Therefore, feature extraction isimportant in the extraction of
the images more optimistically. Most of the works are
highlighted in this direction [9], [10], [11], [12]. However
these methodol ogies are highlighted by considering the non-
parametric model-based approaches.

Since the non-parametric models are considered, the
retrieval accuracy cannot be assured due to the fact that the
non-parametric approaches consider only certain features
and hence the efficient retrieval cannot be achieved.

In contrary, the model-based approaches considered the
parameters inside the image regions and these parameters
are considered as the features and the retrieval of the images
are assumed to be more efficient. Hence parametric based
approach is utilized by considering the GMM and the
parameters of the GMM along with the features derived by
using the GLCM model.

This paper is structured as follows, in section 3 of the
article, the Data set considered is presented, the GMM s
highlighted in section 4, and the methodology together with
GLCM is presented in section 5 of the article. The KL-
Divergence method is discussed in section 6 of this paper,
and in section 7, the experimental results are highlighted.
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The evaluations of the derived results are presented in the
section 8 and the article is concluded in the section 9.

1. IMAGE DATASET

MirFlikr data set is considered for the experimentation
carried out in this model. This data set consists of 11,00,426
images of different objects. Among these objects around
35,000 objects are tagged with the image information. The
sample image data set is pr&eented infigure.l
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Figurel:Sample Image Data set

V. GAUSSIAN MIXTURE MODEL (GMM)

GMM is used in [12] [13] for image segmentation. This
includes the GMM as a special case. The Probability
Density Function of the GMM is given asfollows

1 7(X*/—l)2
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Where x is our data points, The p and ¢ are mean and
variance of GMM respectively.

The GMM is considered because it segments the images
which are both symmetric and asymmetric in nature. GMM
is based on the probabilistic model which molds the data
which is generated from image data points from a
combination of Gaussian distributions with number of
unidentified parameters. One might think that hybrid models
circulate a compilation of k- means to include information
about the variation in the data structure, as well as the
underlying Gaussian centers.

N(X, u,0) =

V. METHODOLOGY
In order to present the model, the following steps are to
be considered.

Step 1: Consider the image from the data set

Step 2: Convert into Gray scale image.

Step 3: Identify the correlation features using GLCM.

Step 4: Extract the PDF’s using GMM.

Step 5: Repeat the steps 2 to 4 steps for the testing set

aso.

Step 6: Compare the training set images with the test
images and the images retrieved are
compared for accuracy using KL-Divergence
method as shown in figure.2

Step 7: The results derived are evaluated using Image

Quality Metrics.
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Figure2: Flow Chart of the proposed model

VI.

GRAY-LEVEL CO-OCCURRENCE MATRIX
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The arithmetical technique of examining texture that
considers the spatial correlation of pixelsisthe GLCM [14].
This function will describe the image by taking the texture
and by calculating the pixel values and spatial coordinates
meet in the image, creating a GLCM, and then extracting
statistical measures from this matrix. An image composed of
pixels each with an intensity, the GLCM is a tabulation of
how often different combinations of gray levels co-occur in
an image or image section.
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VII. KL-DIVERGENCE

Kullback-Leibler divergence( KL-Divergence)[15] is used
to identify the correlation between the acquired image and
the images in the data set and also to measure the difference
between different probability distributions. The formula for
calculating the KL Divergenceisgiven by

p(x)

D (p()lla() = ) p TS

xEX

Where p(x) represents the relative PDF of the training set
image , g(x) represents the relative PDF of the test set
image.

VIII. EXPERIMENTAL RESULTS

The present article is implemented using Dot Net
environment and the experimental outputs are shown in
figure. 3
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Figure3: Select theimage from the folder

The selected color image is shown in Figure4 and the
equivalent gray scale image is shown in Figure.5.The search
results are shown in Figure.6 and Figure.7
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Figure 4. Selecting RGB image
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Figure5: Convert RGB to Grey scale
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IX. EVALUATION

In order to evaluate the present model,it is considered to
check the similarity between test image and retrieved image.
We have considered four metrics namely Mean squared
error (MSE), Root Mean Square Error (RMSE), Peak Signal
to noise Ratio (PSNR) and Image Fidelity (IF). First of all it
is imperative to find out the pixel error between test image
and retrieved image according to the image data
discrepancy. The results of the above metrics are presented
intable.1

Mean Squared Error (MSE): which is a statistica
function,it is defined as the square of differencesin the pixel
values between the corresponding pixels of the two images.
This function take as input two grayscale images of same
size and output a single numerical Value. It is commonly
used to evaluate the effectiveness of image. The equation for
calculating the MSE is given bellow
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M-1N-1

1 ~
MSE=—> > [f(x )~ f(xy)]
M N x=0 y=0

Where M &N are number of rows and columns of the input
image matrix and X , y represents row number and column
number of the pixel value in theimage matrix. Here f isthe
test image matrix and " isthe retrieved image matrix .

Root Mean Square Error (RMSE): which is afunction, it
takes an input two grayscale images of same size M*N and
output a single floating point value. It is a humeric method
for computing the difference between two images.
Efficiency of the ImageReconstruction agorithms is
evaluated by computing the pixel wise difference between
origina and reconstructed image. We will use RMSE to
compare our test image with the retrieved image.

M-1N-1

Y [fxy)- oo

x=0 y=0

RMSE =
M * N
Where M &N are number of rows and columns of the input
image matrix and x , y represents row humber and column
number of the pixel value in the image matrix. Here f isthe
test image matrix and f" is the retrieved image matrix.
Peak Signal to Noise Ratio (PSNR): PSNR is used to
determine the relationship between the maximum signal
strength and the power of distorted noise, which affects
accuracy. The peak error between the test image and the
received image is measured in terms of PSNR. A higher
PSNR indicates a higher image quality.

R2

PSNR=10log,,

Where R is the maximum deviation of the type of input
image data. Here R? is the maximum allowed value for a
pixel. In the case where one byte image of the signal per
pixel per channel is 255. When the two images are identical,
the MSE will give zero, which will lead to an invalid
divison by zero in the PSNR formula. In this case, the
PSNR is not determined, and this problem should be
addressed separately.

Due to the pixel values in an image having very wide
dynamic range, logarithmic scaleis done.

Image Fidelity (IF): this is the process which display the
ability of an image accurately without any visible distortion
or loss of information. When there is no difference obtained
between test image and retrieved image, then we can say
that thereisno lossin retrieved image.

M-1IN-1

Y [foon-foonf

IF =1-22X2

M-_IN-1 )
22 [yl
x=0 y=0
Where M &N are number of rows and columns of the input
image matrix and x , y represents row number and column
number of the pixel valuein the image matrix. Here f isthe
test image matrix and f" is the retrieved image matrix.
The simulation is best illustrated with the performance
analysis against the test Image and the image which is
extracted. The mean square error is gradually decreased with
root mean square error values likewise surge in the data.
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Thisis illustrated with the ten sample images. The value of
PSNR is also being found to be varying along with the IF
having touch fluctuating values. IF validation should be
effectively and consistently increasing and with each
samples the variations are under acceptable levels ranging
from 0.3 t00.7 for more informative sample.

Table 1: Performance of evaluation
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Test Image | yise | RMSE | PSNR | IF
Image | retrieved
[ T 2
| | 0.8597 0.927209 24.1546863 08
v | 167968 | 144085 25078 '
|
0.905171 24.4980917 0.7
772405 833951 :
0.912558 24.4627929 05
859403 471414 )
091148 | 24467891 |
8094752 | 7986994 |
081774 | 24739241 | o
1506758 | 3820086 |
094321 | 24319309 | .
1767066 | 7026736 |
089486 | 24547832 | o
3819997 | 32562 :
0922660 | 244140418 | o,
140465 | 072985 :
0508018 | 249395670 | o .
23401 409439 :
0879036 | 246253320 |
448689 | 724116 :

X. CONCLUSION

In this paper an attempt is made for developing an effective
model to retrieve the images based on features by
considering GLCM  and
GMM.
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The results derived shows that the proposed methodology is
able to retrieve images more effectively. The performance
evaluation of the model is shown in tablel It can be
observed that the retrieved images are nearer to the test
images and the values of MSE, RMSE, PSNR and IF
validate the same. The MSE and RMSE for al the images
retrieved is nearer to 0 and the PSNR values are positive and
high, and IF values are also nearer to 0. This shows that the
proposed model is able to retrieve the images more
effectively. This methodology can be applied to situationsin
particular, where the images need to be retrieved from huge
data sets based on the content.
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