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 
    Abstract: In this work a framework based on histogram of 
orientation of optical flow (HOOF) and local binary pattern from 
three orthogonal planes (LBP_TOP) is proposed for recognizing 
dynamic hand gestures. HOOF algorithm extracts local shape 
and dynamic motion information of gestures from image 
sequences and local descriptor LBP is extended to three 
orthogonal planes to create an efficient motion descriptor. These 
features are invariant to scale, translation, illumination and 
direction of motion. The performance of the new framework is 
tested in two different ways. The first one is by fusing the global 
and local features as one descriptor and the other is using features 
separately to train the multi class support vector machine. 
Performance analysis shows that the proposed approach produces 
better results for recognizing dynamic hand gestures when 
compared with state of the art methods. 
  Keywords: Hand gesture recognition, Histogram of orientation 
of optical flow, local binary pattern, Multiclass support vector 
machine, Scale invariant feature. 

I. INTRODUCTION 

The unique nature of human appearance, variety of apparels 

and background clutter in video sequences makes detection of 
human gestures next to impossible. To make human computer 
interaction seamless as possible, a huge amount of research 
and development efforts are going on [1, 2]. Hand gestures 
are widely used as a natural human computer interface that 
forces the researchers to work more on gesture characteristics, 
its representations and detection techniques [3,4]. Still, 
certain human movements are very characteristics, strictly 
individual specific, so detector performance can potentially 
be reformed by including motion information. Most of the 
detector tool works by keeping the camera and background 
static. Overall performance of the system is greatly enhanced 
by this. The developmental challenge lies in its ability to 
select a set of local and global parameters that can analyze the 
human motion effectively.  

Recognition of hand gestures is based on the three 
main stages i.e. hand segmentation, tracking and 
identification. This paper proposes the framework of 
combining two features; histogram of orientation of optical 
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flow (HOOF) and local binary pattern from three orthogonal 
planes (LBP_TOP) to develop the motion descriptor for 
categorizing the various hand gestures. Multiclass support 
vector machine classifier is utilized to recognize the hand 
gestures using the multiple feature based motion descriptor. 
The rest of the article is organized as follows. Related works 
are detailed in Section 2. Section 3 deals with proposed 
architecture. Section 4 deals with the experimental results and 
its analysis. Finally, conclusion and future scope are given in 
Section 5. 

II.  RELATED WORKS 

Hand gesture recognition involves the following stages; 
pre-processing and hand segmentation, feature extraction, its 
representation and recognition. Pre-processing techniques 
like filtering and edge detection are done to reduce the noise 
and the hand region is segmented from the image frames. This 
segmented hand image is used to extract the feature vectors 
that can represent the particular gesture. These discriminating 
features are used to create the models. Classifiers are trained 
with these feature models and then identify the new feature 
models. Global and local approaches of extracting features 
are used for representing hand gestures [5,6]. 
 Globally, optical flow measures the displacement between 
two consecutive frames. Optical flow refers to the study of 
object motions in foreground under static background. In [7], 
histograms based on optical flow were utilized to match the 
movement of a soccer player to that of object in a control 
video. Different motion descriptors based on optical flow and 
its variants which uses silhouette of a person are presented in 
Tran et al [8]. Most of the methods focused on local 
representation of features not on temporal dynamics 
characteristics. In this work, Histogram of Oriented Optical 
Flow (HOOF) algorithm is applied to extract the features 
from hand gesture images. This global feature is invariant to 
scale and direction of movement. One of the major attractions 
of HOOF features is that it does not require any hand 
detection and background elimination process.  
 Mostly, local approaches use spatiotemporal features for 
representing motion in a video [9,10]. Niebles [9] proposed 
an unsupervised learning technique for probability 
distributions of spatial key points in human action videos.  
Zhao et. al. [10] introduced dynamic texture based features 
such as local binary pattern from three orthogonal planes 
(LBP – TOP) and volumetric local binary pattern (VLBP) for 
the recognition of facial expressions. But the number of 
pattern of basic VLBP is increases as the number of 
neighboring points increases, which restricts the 
usages in various applications.  
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In this work, the dynamic textures are extracted using local 
binary patterns from three orthogonal planes. These 
computationally simple features are spatiotemporal and are 
invariant to different illuminations. 

The main limitations in gesture recognition process are 
tracking the hand in presence of noise, self-occlusions,  and 
recognition of gestures in changes of camera viewpoints, 
variations in pose and scale.  

In this work, a framework is created by fusing both HOOF 
with LBP-TOP features. It extracts the appearance and 
motion information to create an efficient feature descriptor. It 
is proved that the combined or fused feature descriptor gives 
better performance. 

III. PROPOSED SYSTEM OVERVIEW 

This paper concentrates on developing an 
architecture that effectively fuses global and local features to 
build motion descriptor for recognizing the hand gestures. 
Fig.1. shows the framework for hand gesture recognition.     

 
Fig. 1. Proposed framework for hand gesture recognition 

A. Histogram of Oriented Optical Flow (HOOF) 

Inspired by the developments and its success of histogram of 
gradients and its variants of features in the object detection 
group, we postulate that the simple and efficient feature to use 
in movement detection is optical flow. Unfortunately, the 
pixel dynamics changes over time as well liable to 
background variations like scale changes, noise and direction 
to arrive at a conclusive data. To avoid these problems, 
distribution flow of motion is set as the standard since the 
motion of the hand under stationary background induces 
similar characteristic profile. For example, a zoomed hand 
gesture versus a normal gesture of a person, the optical flow 
vector magnitude will be larger in the case of zoomed hand 
gesture. Same is the case when the movement of hand is from 
the left to the right, as it will be reflected in the vertical axis to 
that of the movement in the opposite direction. Thus the need 
for a gesture profile based on optical flow at a given time is 
invariant to directionality of movement and the scale. To 
overcome such challenges, we have proposed the Histogram 
of Oriented Optical Flow (HOOF) algorithm to extract 
features from the images. Following procedure is used to 
evaluate HOOF feature vector. Initially, the optical flow is 
calculated for every frame of the videos. According to the 
primary angle from the horizontal direction every flow vector 
is binned and given weight corresponding to the magnitude. 

Hence the flow vectors, with direction, 

 in the range 

      (1) 

will contribute by  to the sum in bin b, 1 ≤ b ≤ N 

out of total of N bins. Finally, the histogram is normalized to 
sum up to 1.  
Fig. 2. illustrates the generation of HOOF. Binning based on 
the primary angle, the smallest signed angle between the 
horizontal axis and the vector helps the histograms to be 
independent of the (right or left) direction of movement. To 
make the histogram description scale-invariant, the 
normalization is done. The significance of each optical flow 
vector to its corresponding bin is proportional to its 
magnitude; hence the small noisy optical flow evaluations 
have little effect on the obtained histogram. Assume a static 
background, without an optical flow in the background or 
there is no displacement in the pixels, magnitude-based 
addition to each bin, can be utilized to calculate the optical 
flow histogram on the whole image sequence rather than 
pre-compute a segmentation of the dynamic hand gesture. The 
number of bins N, is a prime parameter with at least 30 bins 
per histogram, good recognition results can be achieved. 

Since HOOF features  at each 

time instant t are defined at each frame of the video, the actual 

description is a time series of these histograms . The 
objective is to perform classification of gestures by 
comparing these time series. It will not compare the time 
series directly, it is better to use the temporal evolution of a 
local feature and integrate with HOOF so that   different 
gestures can be distinguished. 

 
Fig. 2. Formation of histogram with four bins N=4 

B. Local Binary Pattern from Three Orthogonal Planes  

Motion analysis recent tools are descriptors based on 
dynamic textures. Based on local binary patterns [10] two 
spatiotemporal operators were presented for recognizing 
dynamic textures; Local Binary Pattern histograms from 
Three Orthogonal Planes (LBP-TOP): XY, XT and YT 
planes and Volume Local Binary Patterns (VLBP). These 
features extract the appearance and motion information 
together. These features are invariant to illumination and 
translation variations.  
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The LBP pattern is obtained for XY, XT and YT 
planes and is represented as LBP − XY, LBP –XT and LBP – 
YT. These three planes histogram is concatenated into a 
single histogram. The process of LBP-TOP generation is 
illustrated in Fig.3.   In this, dynamic texture is encoded by the 
LBP while the motion and shape in two planes of texture are 
considered, incorporating spatial domain information and two 
spatial temporal co-occurrence statistics together. 
 Every pixel in the three planes, a binary code is created by 
comparing centre pixel with neighboring pixels in a circular 
neighborhood.  

 
Fig.3. Generation of local binary pattern from three 

orthogonal planes 
Sometimes in LBP-TOP, the radius of three axes X, Y and T, 
and the number of neighboring points in the XY, XT and YT 
planes can also be different, that is represented as RX, RY, R 
and PXY,PXT,PYT. The resultant LBP-TOP feature is described 

as .  

The radius of three axes is same sometimes. 
Likewise the number of neighboring points in XY, YT and 
XT planes is also same. Such senarios, we use LBP – TOPP, R 

for abbreviation where P = PXY = PXT = PYT and R = RX = RY = 
RT. Let take an X×Y×T dynamic texture (xc∈ {0, ···, X − 1}, 

yc∈ {0,···, Y − 1}, tc∈ {0,···,T-1}). 

In evaluating distribution 

for the dynamic texture (DT), the central part is only taken 
because of sufficiently large neighborhood cannot be utilized 
on the borders in this 3D space. A histogram of a dynamic 
texture can be described as 

 , i = 0, · · ·, rj − 1; j = 0, 

1, 2.   (2) 
in which rj is the number of different labels produced by the 
LBP operator in the jth plane (j = 0: XY, 1: XT and 2 : YT), 
Fi(x, y, t) denotes the LBP pattern of central pixel (x, y, t) in the 
jth plane, and 
   I {A} = 1, if A is true;              
                         (3) 

 0, if A is false.  
When the dynamic texture is compared with the different 

temporal and spatial components, to obtain a coherent 
description the histograms must be normalized to: 

          (4) 

The LBP-TOP can extract the dynamic texture features 
effectively. The LBP from XY plane gives the information 
about appearance and shape. LBP from XT and YT plane 
gives the information about the horizontal and vertical 
motion. The three different feature histograms are 

concatenated together to create a global descriptor, 
LBP-TOP. 
C. Combining HOOF with LBP-TOP 
The integration of the two different feature descriptors of the 
video sequence is, 

      

        
                         (5)    
where wi denote to the weights of the particular feature 
vectors. If the weight is set to be one, then the integration of is 
simply the concatenation of the different feature vectors. 

D. Recognition of hand gestures 

Having completed all stages above, the successfully 
developed feature vector of different hand gestures are tested 
in the classification stage. Here the classification job is 
performed via SVM classifier based radial basis function. was 
created for entire training set. For analysis a ‘leave one group 

out’ strategy is used.  

IV. EXPERIMENTS AND EVALUATION 

We have done all the experiments in standard i5 2.7GHz 
computer with 8 GB RAM. The proposed architecture is 
tested and analyzed with the selected database such as hand 
gesture database for human computer interaction [4] and five 
dynamic hand gestures from RWTHGerman finger spelling 
database [11]. 

A.  Database 

The database consists of dynamic gestures of high quality 
image sequences created using Senz3D sensor for human 
computer interaction (HCI) [4]. These images are captured in 
natural way with uneven background. The videos are created 
based on the mouse functions such as left click, curser, right 
click, mouse deactivation and mouse activation. The video 
sequences were captured in realistic manner with non-uniform 
background. Two sets of videos are created separately for 
training and testing purpose. Each set contains five hand 
gestures performed by various people. The sample frames of 
different hand gestures from hand gesture database are shown 
in Fig. 4. 

   

                                   
Fig. 4. Sample frames from hand gesture database for 

HCI 
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RWTH German fingerspelling database [11] contains 1400 
image sequences of 35 gestures showing the letters from A to 
Z, ‘SCH, 1 to 5 numbers and the German umlauts Ä, Ö, Ü. It 
contain the five dynamic gestures of 700 image sequences.  
These are captured at 25 frames per second of 320 x 240 pixel 
resolution with webcam. The videos are taken under different  
camera viewpoints and cluttered background.  
The sample frames of different gesture are shown in Fig. 5. 

    

    

     
 

Fig. 5. Samples of dynamic gestures from RWTH 
German finger spelling database 

B. Evaluation and Comparison 

In this section, we first estimate the performance of 
individual features on hand gesture database. LBP_XT, 
LBP_XY, LBP_YT features are separately obtained and 
trained using SVM classifier with radial basis function (RBF) 
kernel. HOOF features are extracted and trained separately 
and obtained the result. Then the combined feature descriptor 
Is trained and tested with the classifier. The complete 
performance analysis of all the scenarios is shown in Fig. 7.   

 

 Fig.7. Performance of the individual and combined 
features on hand gesture database. 
From the Fig. 7 we observed that LBP_YT has more 
contribution on the performance of the system ie., the vertical 
variations or movements in vertical direction are important in 

the recognition process. HOOF feature alone got the accuracy 
of 86.4%. When we combined these two features the 
performance of the system increased. 

 Classification accuracy is used as a metric to 
validate the performance of the system and it can be defined 
as the number of all correct predictions divided by the total 
number of gestures in the dataset. Fig. 8 shows the accuracy of 
different hand gestures in hand gesture database tested on 
proposed framework. The accuracy obtained for the 
architecture is 0.952. 

 
Fig.8. Performance of various hand gestures in hand 

gesture database for HCI based on accuracy 

     Next the performance of the framework is compared with 
the other state of the art methods and is shown in Table 1. The 
temporal information combined with local and global data 
produces volumetric spatiograms of local binary pattern 
(VS-LBP) obtained an accuracy of 0.927 [4]. AI-Berry et al., 
2015 [17] introduced a combination of features that fuses 
moments and directional wavelet Local Binary Pattern (LBP) 
and result in an accuracy of 0.914. In our earlier work [15], we 
developed a hand gesture recognition based on an optical flow 
and pyramid histogram of gradients (PHOG) and obtained an 
accuracy of 0.946.  We developed a SIFT flow based 
framework and achieved an accuracy of 0.976 [16 ]. But it has 
the limitation of using optimization technique. Our proposed 
framework gives better results when compared with other 
existing methods. 

Table 1: Performance comparison of the proposed 
framework with other methods using Hand gesture 

database 

 
      The same set of experiments are repeated on RWTH 
gesture database by Drenw [11]. The confusion matrix 
produced for the five dynamic hand gestures (‘J’, ‘Z’, Ä, Ö 
and Ü) on this database is shown in Table 2. The recognition 
rate obtained is 90% for this database using the developed 
framework.  
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Table 2. Confusion matrix obtained for five dynamic 
gestures in RMTH gesture Database 

 
 

Table 2. Performance comparison of proposed 
framework With other state of the art methods 

 
 Table 2 demonstrates the performance comparison  of the 
introduced method with existing approaches on RMTH 
German fingerspelling database in terms of error rate. Dreuw 
et al., 2006 [11] created a hidden Markov model based on 
appearance features to recognize the hand gestures and was 
obtained an error rate of 35.7%. Abdalla, 2013 [18]achieved 
an error rate 27.6% by using motion and contour shape 
features of the hand. In our earlier work [15] using a multiple 
feature based framework obtained an error rate of 11%. The 
proposed framework achieved an error rate of 10%, which 
better than other state of art methods.  

V. CONCLUSION 

A framework for dynamic hand gesture recognition has been 
proposed by fusing the histogram of oriented optical flow 
(HOOF) and local binary pattern from three orthogonal 
planes (LBP-TOP). The framework is proved to be good for 
dynamic hand gesture recognition under different camera 
viewpoint and cluttered background. Experimental analysis 
showed that vertical movements of hand gestures play a vital 
role in the performance of the system. The framework gives 
the recognition rate of 95.2%. This approach is robust to 
photometric variations, scale and direction of motion. 
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