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Abstract  : This paper discuss various technique of word sense 
disambiguation. In WSD we disambiguate the correct sense of 
target word present in the text. WSD is a challenging field in the 
natural language processing, it helps in information retrieval, 
information extraction, machine learning. There are two 
approaches for WSD machine learning approach and knowledge 
based approach. In Knowledge based approach a external 
resource is used to help in disambiguation process, but in 
Machine learning approach a corpus is used whether it is 
annotated, un-annotated or both. 

Keywords: Natural Language processing, machine learning, 
knowledge based learning, word sense disambiguation. 

I. INTRODUCTION 

Almost in all human languages there are words, which have 
different own separate sense in different context.  These 
types of words are called polysemous word, which are 
spelled same but keep separate sense  in different context. 
To, get the proper sense  of a ambiguous word and allocate 
the actual meaning to the word is called WSD. This is also a 
important approach in natural language processing(NLP). 
Word sense disambiguation is important machine 
Tranlation(ML), Semantic mapping(SM), ontology 
Learning(OL), Semantic Annotation(SA), it also helps in  
Information Retrieval(IR), Information Extraction(IE). 
We the human being are with intelligence, we can easily get 
the proper sense  of the polysemous word in particular 
context. We can do it with the help of surrounding words i.e. 
the local or global context. Local context means few word 
nearer to the target word. Global context, lines or paragraph 
nearer to the ambiguous  word. But if we want to do with 
the system we have to give some rules to the system and 
train the system with the help of rules. Then after the system 
can disambiguate the proper sense  of the ambiguous  word 
in the particular context. Sense of a word means that the 
meaning accepted by the language community for the word. 
There are words which are spelled same own separate sense 
in different surrounding.  To find the correct sense of a 
ambiguous we tends to look up the dictionary. So, for 
research community we needed require resources as 
evolution material. For English WORDNET. The sentence 
is spoken by speaker so, we are only concern with the 
sentence not the emotion. We as a human being can easily 
get the emotion attached with the sentence. With the 
machine  learning we can only process the sentence and if 
any polysemous word occurs then the surrounding of the 
ambiguous context of the target word is analyzed.  
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The surrounding of the ambiguous word depend upon the 
dimension of context.Zero context—the word itself. 
Local context—phrase and clause. 
Global context—sentence, discourse, topic and domain. 
Mainly there are two types of word sense disambiguation 
approaches:- 

1) Machine Learning Approach. 
2) Dictionary Based Approach. 

II. DICTONARY BASE APPROACH 

 In this approaches an external resource is used to help the 
disambiguation process. External  resource can be machine 
readable dictionary, thesauri, etc. Wordnet  is the mostly 
used MRD in this research area. 
A MRD provides the following things: 

1) All meaning of given word. 

2) A description of all word meaning. 

3) One or more example sentences for most of the 

meaning. 

A.   Lesk Algorithm: 

This algorithm is the first algorithm for word sense 
disambiguation problem with knowledge based approach. In 
this the surrounding of the ambiguous word  is taken to 
consideration and the sense for whole context is retrieved 
from the MRD. Then the words in the surroundings in  
neighbourhood are used to measure the similarity with the 
dictionary senses of the ambiguous word. 
Algorithm: 

1) Retrieve all senses of target word from the MRD. 
2) Determine the similarity among all the sense 

combination. 
3) Select senses  that tends to maximum overlap. 

B.   Selection Preferences 

The surrounding of the ambiguous word is limited for 
getting the proper sense of ambiguous word. It finds 
knowledge of the word type relation and propse common 
meaning using dictionary. In this the improper relation 
between words are omitted or not considered only those are 
considered own proper relation with sense rules.  

Semantic Similarity: 

It is the human behaviour that we use the word which 
effectively communicate our dialogue. This behaviour of 
words is exploited by WSD. The discourse is logical and 
consistent if the word in the discourse are related. Means 
that the words in the discourse are related by meaning. The 
proper  sense of the words are identified by this approach 
with finding the semantic difference among the meaning of 
the ambiguous  word,  
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which have less distance could be the appropriate sense of 
ambiguous word within the particular context. Context can 
be local or global. Local means few words in the 
surrounding. Global means more than that of a sentence. 

III.  MACHINE LEARNING APPROACH: 

In this approach the system is  trained to find out the proper 
sense .A classifier is applied  to learn  the features and 
assign senses to unseen examples. In this technique the 
ambiguous  word and the text surroundings of the 
ambiguous  word is given as the input to the system. 

A. Supervised Word Sense Disambiguation 

The supervised approach applied to WSD system use 
machine learning technique from manually created sense 
annotated data. Classifier is trained by the data set which 
contains also example related to the target word. The 
classifier take the target word as input and look up for the 
manually sense data set for appropriate sense . the training 
data set is used to train the classifier which also contains the 
target word. 
Methods in supervised WSD are as follows: 

   Decision List,  

The decision list is a set of “if –then-else” rules. To get the 

features of word, the training set is used in definition list. 
With the help of these rules. Based on the score the final list 
is created. The maximum score for a vector represents the 
sense. 

Decision Tree 

A decision tree divides  the training data in the recursive 
manner and represents the rules for classification in a tree 
structure. The internal node of the tree represents test on the 
features , branch represents how decision is made and leaf 
node represents the result of the prediction or sense of the 
word. 

Neural Network 

 In the neural network the neuron is the basic processing 
unit, the input to the neuron is given and the output is 
generated after processing with in the neuron. Neural 
network is a many layered network where each layer contain 
one or more than one neuron. There are input layer, hidden 
and output layer, there can be one or more than one hidden 
layer be present in the neural network. The input layer 
collect the input from outside world  then process the input 
and propagate towards out layer. If the output of output 
layer dosen’t match with the desired output the error is 

calculated and then the error is back propagated and again 
the parameters are changed. We change the value of 
parameters according to the error, then output is calculate. 
This process is repeated until the error is minimized. 

Examplar Based Learning: 

This learning technique build classification model from 
examples. The model stores the points in feature space 
whenever a example comes, this technique calculate the 
distance between new example and the information in 
feature space. The more closer to already stored particular 
class, chances to that class is high.  

B.  Unsupervised Machine Learning Approach: 

These methods does not depend on the external resource to 
disambiguate word. In this learning algorithm they 

discriminate the word meaning based on the information in 
un-annotated corpora. 
Main approaches of unsupervised learning are as follows: 

Conext Clustering 

In this method the context vector are created and they are 
grouped in the cluster to identify the meaning of word. The 
vector space is used as word space and the dimension are the 
word itself. The word which is going to disambiguate work 
as a vector and how many times it occurs in the context is 
counted. 

Word Clustering 

This approach was based on the intuition that different 
words, occurring in similar local context are likely to have 
similar meaning. 
Lin Algorithm: 

1) The input sentence having ambiguous word w is 
passed to take out the local context of target word. 

2) Search is made through local context database to 
find the words S which has identical context as the 
w. 

3) Choose the sense that maximises the similarity 
between S and w and assign the selected sense to 
all occurrence of the target word. 

Co-Occurrence Graph 

With this method we can create the co-occurrence graph 
with vertices V and edge E. V is the set of words in text and 
E is added if the words co-occur with some syntactic 
relation within paragraph or text. First of all graph is created 
then Adjacency matrix is created from the graph. After that 
Markov clustering technique is used to find the meaning of 
ambiguous word. 

C. Semi-Supervised Machine Learning Approach 

This approach use both technique of supervised and un 
supervised machine learning concepts. 
In this the information may be given as in the supervised 
learning but that has less information, there only critic 
information is available not the exact information. It starts 
with small amount of sense labelled data a large amount of 
unlabelled data and one or more classifiers. 

IV. RESULTS  
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V. CONCLUSION 

In this paper, we have done proper survey of different 
approaches for word sense disambiguation. Mainly in 
machine learning method a large corpora is used to help the 
process of learning and disambiguation in this method a 
training is required for the system which is used for 
disambiguation process. These machine learning methods 
perform better but the main disadvantage is they require 
large corpora. 
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