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 
Abstract: Stock market prediction helps investors in 

decision-making process of investment to achieve profit. Recently, 
the deep learning method shows the significant performance in 
the stock market prediction. These deep learning models have the 
drawback of overfitting problems when it processing number of 
features. In this research, the fruit fly optimization method has 
been proposed for the feature reduction process in the stock 
market prediction. The fruit fly method has the advantages of 
simple computation processes and less number of parameter for 
tuning. The fruit fly method selects more relevant features to 
reduce the overfitting problem in the Long Short Term Memory 
(LSTM) classifiers. The Nifty 50 and S&P 500 data were applied 
to test the efficiency of the proposed model. The obtained result 
shows that the fruit fly method based framework achieved more 
efficiency than other techniques. The fruit fly based framework 
has 0.426 of Mean Square Error (MSE) and the existing firefly 
method has 0.621 MSE. 

Keywords : Fruit Fly Method, Long Short Term Memory 
(LSTM), Mean Square Error (MSE), Overfitting, and Stock 
market prediction. 

I. INTRODUCTION 

Stock market forecasting is an interesting topic in financial 
time series analysis and has attracted many researchers. 
Prediction of stock market prices has been a major challenge 
for investors due to many uncertain parameters [1]. Neural 
Network has been used for non-linear analysis in many areas 
such as financial securities, Signal Processing and Pattern 
Recognition. Moreover, this method has been widely used in 
many applications like stock market forecasting, document 
classification and so on due to its advantages [2]. 
Furthermore, many optimization methods such as Genetic 
Algorithm (GA), Firefly Algorithm (FA), and others have 
been used in feature selection with Artificial Neural Network 
(ANN) to increases efficiency of stock market forecasting [3]. 
Stock market forecasting is complex and non-linear in nature, 
with complexity is created by the correlation of market 
behavior and investment psychology. Many machine learning 
techniques such as ANN and Support Vector Machine (SVM) 
have been used to address this problem and improve the 
performance [4]. 

Deep Learning method has the huge success in the image 
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classification model and has attracted considerable attention. 
Deep learning with the advancement of learning capability is 
expanding to various range of applications [5]. Technical 
analysis is the process of extracting external technical 
indicators in the stock and trade market based on the 
numerical indicators. Fundamental analysis method is an 
analysis of the financial status of the company and both of this 
analysis has been applied in the stock market forecasting [6]. 
Stock analysts believes that price is able to explain the stock 
market movements and they usually consider the 
mathematical indicators for prediction. Many existing 
methods have been applied in stock market prediction and 
these methods have the drawbacks of overfitting and lower 
performance [7, 8]. This research applies the fruit fly method 
for the feature reduction in the stock market prediction. The 
analysis shows that fruit fly based architecture has more 
efficiency than other feature reduction method compared. 

The paper is organized as follows, the stock market 
prediction recent researches were surveyed in section 2, the 
explanation about the fruit fly based method is provided in 
section 3, the design and parameter settings are detailed in 
section 4, the experimental result of fruit fly based 
architecture are explained in section 5 and the conclusion is 
given in section 6. 

II. LITERATURE SURVEY 

Stock market prediction is essential for the investors to 
reduce the risk of decision making in the stock investment. 
The researches involved in applying stock market forecasting 
were surveyed in this section. 

Baek, et al. [9] developed a data augmentation method for 
improving the prediction performance of stock market 
prediction. The developed augmentation method reduces the 
overfitting problem in the LSTM model. The developed 
method efficiency is measured in the Chinese and American 
stock data. The data augmentation and LSTM method have 
more efficiency in the stock market prediction. This method 
uses the closing stock index and relevant stock for the 
prediction. However, the use of more technical indices helps 
to improve stock market efficiency. 

Chen and Hao, [10] proposed a hybrid model of feature 
weighted SVM and feature weighted K-Nearest Neighbor 
(KNN) for effective prediction of stock value. The featured 
weighted SVM is applied for the data classification that 
assigns the weight values for different features based on the 
classification importance and each parameter is measured 
based on the information gain.  
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The KNN is used to forecast the future stock value by 
processing weighted KNN. The Chinese stock market data 
has been used to estimate the effectiveness of the developed 
model. Efficient correlation weight method can be used to 
increase the efficiency of the model. 

Das, et al. [11] applied a feature optimization method based 
on the firefly algorithm for forecasting of stock market 
indices. The technical indices and statistical measures were 
used to improve the model efficiency. The feature reduction 
process is carried out for the dataset before applying in the 
prediction model. Some prediction models were applied to 
analyze the developed method where both statistical and 
optimized feature reduction methods were used. The 
statistical methods such as Factor Analysis and Principal 
Component Analysis (PCA) and optimization method such as 
Firefly Optimization and Genetic Algorithm were used. The 
experimental analysis shows that the firefly method 
outperforms other methods in the feature reduction method. 
The LSTM model can be used to improve the efficiency of the 
developed method. 

Ramezanian, et al. [12] developed a framework of Genetic 
Network Programming (GNP) with reinforcement learning 
and Multi-Layer Perceptron (MLP) for stock market 
prediction. The model was developed to forecast one-day 
return of the stock value. The 9 stock data with 5 technical 
indicators in 3 window is applied to estimate the model 
efficiency. The experimental result show that proposed model 
has more efficiency in stock market prediction and the model 
has an overfitting problem as relevant feature is required to be 
selected. 

Long, et al. [13] designed a feature selection method based 
on the end-to-end model from the Multi-Feature Neural 
Network (MFNN) for stock market prediction. The recurrent 
and convolutional models are integrated for multi-filters 
structure to provide the essential features for market values. 
The Chinese stock market data were applied to test the 
efficiency of MFNN for stock market prediction. The analysis 
shows that the developed model has more performance. The 
developed method has the overfitting problem and 
computational time is high. 

III. PROPOSED METHOD 

Stock market forecasting is one of the important tool for 
investors to help in decision- making process. Many studies 
have been conducted to increase the performance of the stock 
market prediction. In this research, a framework has been 
proposed based on the fruit fly method and LSTM. The 
technical indicators were extracted from the data to increase 
the efficiency of the method. The fruit fly method has been 
used for the feature reduction technique. The relevant features 
are provided for the LSTM architecture for the stock market 
prediction. The block diagram of the proposed fruit fly with 
LSTM is shown in the Fig. (1). 

 
Fig. 1. The architecture of fruit fly optimization method 

with LSTM classifier 

A. Technical Indices 

The five technical indices of the stock market were used in 
this research for the stock market prediction. The five 
technical indicators are Exponential Moving Average (EMA), 
Average True Range (ATR), Commodity Channel Index 
(CCI), Price rate-of-change (ROC), and Relative Strength 
Index (RSI). Apart from these, the stock opening price and 
stock closing price were also used in this method for the 
prediction of stock market. 
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B. Fruit Fly Optimization 

The Fruit Fly Optimization Algorithm (FOA) [14] is 
inspired by the natural activity of Drosophila foraging 
behavior. Fruit fly has superior olfactory capacity and visual 

sense, thus it’s able to locate food by fully utilizing its instinct. 
The fruit fly nose is able to pick various food scents even from  
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a distance of 40 km. With the help of their sensitive visual 
organs, the fruit flies are able to locate food and the 
company’s flocking location and then fly in that direction. 

The whole swarm system shares the best fruit fly’s 

information during the iteration and the previous best fruit fly 
information is used for the next iteration. 
The FOA can be categorized into several steps based on the 
fruit fly swarm food search process. This process is explained 
as follows: 
Step 1: Initialization of Parameters 

The parameters of FOA, such as population size, maximum 

iteration, the initial location  _ , _X axis Y axis and the 

random flight distance range are initialized, as shown in Eq. 
(1-2). 

 

 _ 1,2X axis rands                                 (1) 

 _ 1,2Y axis rands                                       (2) 

Step 2: Initialization of Population 
 For individual fruit fly food search, the random location 

 ,i iX Y and distance is provided, where i  denotes the size of 

population, as given in Eq. (3-4).  
_iX X axis RandomValue             (3) 

tc _iY Y axis Randomvalues               (4) 

Step 3: Population evaluation 

The distance of the food location to the origin  D  is 

calculated. The reciprocal of such distance is the smell 

concentration judgment value  S , as shown in Eq. (5-6). 

2 2
i i iD X Y                   (5) 

1
i

i

S
D

                     (6) 

Step 4: Replacement 
The S value is denoted in the smell concentration 

judgment function (fitness function), to find the individual 

fruit fly smell concentration  ismell  . 

 i iSmell Function S                   (7) 

Step 5: Identify the maximal smell concentration 
Maximal smell concentration of fruit fly and corresponding 

fruit fly location is measured using the Eq. (8). 

  max( )bestSmellbestIndex Smell             (8) 

Step 6: Keep the maximal smell concentration 
The maximum smell concentration value and co-ordinates 

x and y are retained. Then, the fruit fly swarm flies towards 

the location of maximal smell concentration value, as in Eq. 
(9-11). 
Smellbest bestSmell               (9) 

 _X axis X bestIndex                      (10) 

 _Y axis Y bestIndex                         (11) 

Step 7: Iterative optimization 
The step 2-5 is continuously implemented until the 

maximum number of iteration. The process stops when fitness 
values is not higher than previous value or reaches the 
maximum iterative number. 

C. Long-Short Term Memory 

Stock market prediction method is not only based on recent 
data but is also required in the previous data. The RNN has 
advantages in handling the data with long-term dependencies, 
but there are some limitations in the practical applications. 
This is the benefit of the hidden layer in the self-feedback 
mechanism. LSTM consists of three gate (input, output and 
forget gate), which determines the data that need to be present 
in the memory cell [15]. 

The LSTM cell input data is denoted as tx at time t and the 

LSTM cell output at the previous moment is denoted as 1th   . 

The memory cell value is denoted as  and the LSTM cell 
output is denoted as th . The LSTM unit calculation process is 

categorized in the following steps. 
1. The weight matrix cW , the candidate memory cell 

tc , and the bias cb  is calculated, as shown in Eq. 

(12). 

                 1tanh . ,t c t t cc W h x b                         (12) 

2. The input gate ti is calculated that update the input 

data to the memory cell state value. The weight 
matrix is denoted as iW  and the    is sigmoid 

function, as shown in Eq. (13). 

        1. ,t i t t ii W h x b              (13) 

3. The value of forget gate tf  is calculated, which 

controls the historical data update to the memory 
cell state value. Here, the bias is denoted as fb and 

the weight matrix is denoted as fW , as shown in 

Eq. (14).  

            1. ,t f t t ff W h x b                 (14) 

4.  The memory cell current movement tc and the last 

LSTM unit state value 1tc    is calculated, as shown 

in Eq. (15). 

1* * tt t t tc f c i c                  (15) 

Where ‘‘*’’ denotes the dot product. The input and forget 
gate control the memory cell update based on the candidate 
cell and previous cell state value. 

5. The output gate to value is calculated that controls 

the output of the memory cell state value, as 
shown in Eq. (16). Here, the bias is denoted as 

ob and the weight matrix is denoted as oW .                 

  0 1 0. .t t to W h x b                          (16) 

6. The LSTM unit th output value is calculated in the 

Eq. (17). 

       *tanht t th o c                                  (17) 

The LSTM method uses three controlled gate to process 
read, reset and update long time information. Due to the 
LSTM sharing mechanism of internal process, the weight 
matrix is used to control the output.  
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Between input and feedback, LSTM applies a long time 
delay. The gradient will neither be reduced nor be removed 
due to the maintains of continuous error flow. 

IV. EXPERIMENTAL DESIGN 

Many researches have been carried out to increase the 
performance of stock market forecasting using machine 
learning methods. This study uses the feature reduction 
method based on fruit fly optimization. The LSTM is used for 
the stock market forecasting indices using the selected 
features of Fruit fly method. The experimental settings for 
evaluating the proposed framework are given in this section.  

Dataset: The Nifty 50 and S&P 500 data were used to 
estimate the efficiency of the Firefly method based 
framework. The three year’s stock data of Nifty 50 and S&P 
500 from 01/11/2017 to 01/11/2019 were collected for 
estimation of model. The stock data were collected from the 
Yahoo website for the estimate of the firefly based method. 

Metrics: The metrics such as Mean Square Error (MSE), 
Mean Absolute Error (MAE), Root Mean Square Error 
(RMSE), and Mean Absolute Percentage Error (MAPE) were 
used to evaluate the model. 

System Requirement: The proposed framework was 
analyzed in the PC consisting the processor of Intel i7 with 
500 GB hard disk and 8 GB RAM. The model was developed 
using the python language, and Keras library has been used 
for LSTM.  

V. EXPERIMENTAL RESULTS 

Stock Market prediction method helps the investors in 
decision-making process to increase profit. Many existing 
method has been conducted on the stock market prediction 
and recently, deep learning method shows the significant 
performance. The fruit fly method has been proposed for the 
feature reduction process in the stock market forecasting and 
LSTM classifier is used for the prediction. Technical 
indicators were measured from the stock value and given as 
input to the developed framework. This section provides an 
analysis of performance of the developed model in the stock 
market prediction. 

 
Fig. 2. The error value of fruit fly method in Nifty 50 data 

The Nifty 50 data has been used to evaluate the efficiency 
of the framework and other existing optimization method, as 
shown in Fig. (2). The Fruit Fly based model has more 
effectiveness compared to other feature reduction method. 
The Firefly based method has achieved the second higher 

efficiency in the stock market prediction. The three metrics 
such as MSE, MAE and MAPE were used to estimate the 
efficiency of the framework. The proposed fruit fly 
framework has MSE value of 0.426, while firefly method has 
a MSE value of 0.621. The fruit fly method has the significant 
performance than the firefly algorithm. The fruit fly method 
helps to overcome the overfitting problem in the LSTM 
method. 

Table- I: The proposed method analysis in Nifty 50 
data 

Methods MAPE (%) 
GA 99 
PSO 99 
Firefly Algorithm 97 
Fruit Fly Method 96 

 The proposed fruit fly method is evaluated in the Nifty 50 
data with MAPE value, as shown in Table 1. The proposed 
fruit fly method has the lowest MAPE value compared to the 
other feature reduction method. The firefly method has the 
second higher efficiency in the stock market prediction. The 
fruit fly method has 96 % of MAPE, while the firefly method 
has 97 % of MAPE. The fruit fly method has the advantages 
of simple computation process and only less number of 
parameter is used for tuning. The fruit fly method helps to 
overcome the overfitting problem in the stock market 
prediction. 
 

 
Fig. 3.  The proposed Fruit Fly method in the S&P 500 

data 
Error metrics were evaluated from the proposed fruit fly 

method in the S&P 500 data and is compared in figure 3. The 
feature reduction methods such as GA, PSO, and Firefly is 
used for the comparison. The fruit fly method has the higher 
efficiency in stock market forecasting than other feature 
reduction method. The fruit fly method has the advantages of 
simple computation processes and less number of parameter 
for tuning. The fruit fly method selects the relevant feature for 
the stock market prediction and helps to reduce the overfitting 
problem in the LSTM classifier. 

Table- II: The MAPE value in S&P 500 data 
Methods MAPE (%) 

GA 99 
PSO 99 
Firefly Algorithm 98 
Fruit Fly Method 96 
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The MAPE value is calculated for the proposed fruit fly 
method in S&P 500 data, as given in Table 2. The fruit fly 
method has a lower error value in the stock market prediction 
than other compared method. The fruit fly method has the 
advantages of simple computation process and less number of 
tuning parameters. The fruit fly method selects the relevant 
feature for the LSTM model in the forecasting. 

Two stock data were used to evaluate the efficiency of the 
fruit fly method and tested with other optimization 
techniques. The evaluation shows that the fruit fly framework 
has more performance than existing methods. 

VI. CONCLUSION 

Stock market forecasting is one of the essential financial 
process that has gained researcher’s attention for many years. 

The fruit fly method is proposed for the feature reduction in 
stock market prediction. The fruit fly method selects the 
relevant features for the LSTM to reduce the overfitting 
problem. The Nifty 50 and S&P 500 stock data were used to 
evaluate the proposed model efficiency. The technical 
indicators were used to analyze the stock value in a statistical 
manner. The experiment results show that the fruit fly method 
has more performance than other feature selection methods. 
The fruit fly method has MSE of 0.437 and the firefly method 
has 0.587 of MSE. In future work, sentimental analysis can be 
included to improve the performance of the developed model. 
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