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Abstract: Online business has opened up several avenues for 

researchers and computer scientists to initiate new research 
models. The business activities that the customers accomplish 
certainly produce abundant information /data. Analysis of the 
data/information will obviously produce useful inferences and 
many declarations. These inferences may support the system in 
improving the quality of service, understand the current market 
requirement, Trend of the business, future need of the society and 
so on. In this connection the current paper is trying to propose a 
feature extraction technique named as Business Sentiment 
Quotient (BSQ). BSQ involves word2vec[1] word embedding 
technique from Natural Language Processing. Number of tweets 
related to business are accessed from twitter and processed to 
estimate BSQ using python programming language. BSQ may be 
utilized for further Machine Learning Activities. 

Keywords : Word2vec, Business Sentiment Quotient, Natural 
Language Processing.  

I. INTRODUCTION 

The machine learning activities basically require the 

samples for clustering and classification [2]. The sample is a 
collection of one or more feature values. Each feature of the 
sample defines the new dimension of the sample. Natural 
Language Processing (NLP) has several features namely LDP 
[3], TF-IDF [4] and son on. Each additional feature may 
enhance the property of the sample and lead to new derivative 
of research. The classification mainly depends on the type of 
features and number of right samples involved in the process. 
The accuracy and efficiency of the classification is directly 
proportional to the applicability of the features considered for 
the classification. Hence, there will be always a wide scope is 
given for the new feature extraction techniques. This paper is 
trying to make one such attempt to propose new feature 
extraction technique called as Business Sentiment 
Quotient(BSQ). 
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II.  LITERATURE SURVEY 

A. Feature and Feature extraction process 

Feature is a one of the major component corresponding to 
definition of sample identity.  Various experiments takes  
place in order to address the definition of new entities in 
research developments. Author [5] has extracted feature from 
stereo for stereo matching applications. Here author has used 
Feature pyramid net to accommodate more amount of 
information and restore the property. Author[6] has tried to 
extract non-negative matrix factorization (NMF) on 
hyper-spectral image (HIS). Author [7] has introduced 
incremental gradient descent DBFE (IGDDBFE) to cover 
more amount of information for Guassian Maximum 
Likelihood Classifier. Author [8] has proposed a feature 
extraction technique based on wavelet packet and Common 
Space Pattern to strengthen correlational properties in the 
feature. This short span of survey indicates that the 
importance of feature extraction in research work. 

B. Clustering and Classification 

Clustering and Classification are the major machine 
learning approaches to group and label the samples. Author 
[9] has extracted features based on word embedding 
techniques then classified using FastText, XGBoost, CNN 
and other Classification techniques. Author found FastText as 
efficient in Hierarchical Text Classification. Author [10] has 
collected survey on different types of text feature extraction 
and selection for text classification. 

III. MATHODOLOGY 

Figure 1 is the methodology of the proposed research work. 
This methodology mainly focuses on the collection of the 
tweets and applies word2vec process against the identified 
business keywords. 

A. Collection of tweets from Twitter  

Twitter has provided a platform for researchers and 
scientists to create number of analytical applications which 
may be helpful for society. In this regard Python's tweepy[11] 
package deals with accessing of these tweets into the process. 

B. Construction of business keyword repository 

Tweets related to business may contain the positive or 
negative opinions about the products. Analysis of these tweets 
is possible through the identification and context relation 
estimation of its containing 
keywords.  
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Table I shows such predictive keywords required to 
estimate cosine similarity estimations. 

 

Fig. 1. Methodology of the proposed feature extraction 
technique 

Table-I: Positive and Negative Business Sentiment 
Keyword Repository 

SN Business sentiment  

1 Applicable, good, advantageous,  
acceptable, effective, less cost, 
affordable, Cost effective 

2 Not happy, Not interested, Bad, useless, 
not applicable  

C. Estimate Cosine value between Business name and 
Business sentiment keyword 

Word2vec model follows two architectures that is CBOW 
(Continuous Bag of Words) and Skip-gram. CBOW is the 
process of predicting the keyword based on the two or more 
context words. Similarly, skip-gram is the process of 
predicting bag of words based on the given single keyword.  
Figure 2 shows the CBOW and Skip-gram models 

 
Fig. 2. Architectures of CBOW and Skip-gram 

The proposed paper uses only CBOW cosine similarity 
estimations. Algorithm 1 produces the Business Sentiment 
Quotient 

Algorithm 1: Business Sentiment Quotient 

1. Choose the tweets by considering hashtag as Business and 
selected product. 

2. for each tweet 

i. Estimate cosine similarity between each identified keyword 
as mentioned in the Table I 
ii. Apply PCA[12] on only selected positive or negative 
keyword cosine similarity estimations to generate either 

Business Positive Sentiment Quotient or Business Negative 
Sentiment Quotient. 

IV. RESULTS AND DISCUSSIONS 

The proposed methodology is implemented in python using 
tweepy package. Figure .3 shows certain tweets selected from 
twitter through python program. 

 
Fig. 3. Filtered Tweets under Business and Oil Industries 

Table II shows the Cosine Similarity values of all the 
positive keywords corresponding to the selected tweets. 
Similarly, Table III defines Cosine Similarity values on 
negative keywords.  

Table-II : Cosine Similarity values of positive keywords 

Tweets good 
accep
table 

less 
cost 

More 
useful 

afford
able 

STweet1 0 0.6 0 0.3 0 
STweet2 0 0.81 0 0 0.27 
STweet3 0.23 0 0.7 0 0 
STweet4 0.72 0 0..34 0 0 

…………… 
Table-III : Cosine Similarity values of negative 

keywords 

Tweets 

Not 
happ

y 

Not 
interest

ed Bad 
Useles

s 

Not 
applic
able 

STweet5 0 0.43 0 0.23 0 
STweet6 0.45 0.32 0 0 0 
STweet7 0 0 0.67 0 0.55 
STweet8 0 0 0.37 0.62 0 

…………… 
Table IV shows the PCA estimations, as per the survey 

PCA is mainly used for dimensionality reduction. PCA 
estimation considers only non-zero cosine similarity values of 
the Table II and Table III. 

Table-IV: PCA estimations of both Table II and Table 
III features into PSQ and NSQ 

 
PSQ  NSQ 

STweet1 0.92 STweet5 0.11 

STweet2 0.55 STweet6 0.16 

STweet3 0.19 STweet7 0.78 

STweet4 0.21 STweet8 0.82 
……… 

 

 



International Journal of Engineering and Advanced Technology (IJEAT) 
ISSN: 2249 – 8958(Online), Volume-9 Issue-4, April 2020 

   1352 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  
© Copyright: All rights reserved. 
 

Retrieval Number: D8721049420/2020©BEIESP 
DOI: 10.35940/ijeat.D8721.049420 
Journal Website: www.ijeat.org 
 

 

 

V. CONCLUSION 

Research in data science mainly focuses on deriving new 
dimension of the samples. Invention of new feature or 
property can describe the sample and may improve the cluster 
and classification of the sample. In this regard, the current 
paper has tried to propose a methodology to derive two 
features namely Business Positive Sentiment Quotient 
(BPSQ) and Business Negative Sentiment Quotient (BNSQ). 
These features are certainly helpful while identifying samples 
through its behavioural properties in Natural Language 
Processing  
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