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Abstract: Data pre-processing is the process of transforming
the raw data into useful dataset. Data pre-processing is one of the
most important phase of any machinelearning model because the
quality and efficiency of any machine learning model directly
depends upon the data-set, if we skip this step and design a model
with data sets containing missing values then the model we have
designed will not be that efficient and will be inconsistent model.
This paper describes the methodology for pre-processing the data
in seven sequence of steps using python powerful libraries which
are open source machine learning libraries that support both
supervised and unsupervised learning like pandas is a high level
data manipulation tool, scikit learn which provides various tools
for model fitting, data pre-processing, model selection and many
other utilities. These steps include dealing with missing value,
categorical values, importing data sets etc. This analysis helpsin
cleaning and transforming the datasets which future applied to
any learning model and produce a efficient machine learning
model.
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. INTRODUCTION

M achine Learning can be defined as a subset or application

area of artificial intelligence (Al) which is acting as a hottest
erain the world of automation by providing system the ability
to learn by its own through its experiences without human
interventions. Machine Leaning is not only limited to asingle
area of application but it has been an emerging technology
with awide range of application area like speech recognition,
sentimental analysis, Recommendation system, Intrusion
detection System and many more.

The heart of this learning process is “Data Preprocessing”
as it acts as an integral part of learning (machine learning).
Data pre-processing is the most important phase of any
machine learning model because the ability of any model to
learn efficiently and perform effectively highly and directly
depends upon the quality of data[1].
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Data preprocessing can be handled by using python powerful
librarieslike pandas for importing and exporting the data sets,
numpy for mathematical calculations, sklearn for missing
values and handling categorical variable also known as scikit
learn which isone of the most powerful library of python used
for data pre-processing in machine learning.

The need of data pre-processing is firstly it helps in better
understanding of the data and secondly helpsin handling the
missing values which is highly required asif not handled can
result in inefficient or we can say dump model.

1. DATA PRE-PROCESSING

Data-preprocessing can be defined as the process of
“cleaning and transformation” of the data, data which can be
in any format may be structured, unstructured or
semi-structured and has been extracted or originated from
different sources like historical data, stream-data,
application-data etc.[2].

In this paper we will be discussing about
Data-pre-processing for Machine Learning using Python.
The preprocessing step is applied over the KDD cup datasets
using only seven features out of 41 features [3].

Seven sequence of steps need to be carried out for
Data-pre-processing which are givenin Table | [4].

Table-l: Data pre-processing steps

S.No Steps

1 Importing Relevant libraries

2 Loading the Data-sets

3 Separating the features(variables) as independent
and dependent

4 Handling the Null-values

5 Handling Categorical Variables

6 Splitting the data-sets into training and testing
sets

7 Applying feature Engineering

1995

A. Step-1Importing Relevant Libraries

Thevery first step for any data pre-processing using python
is importing al the relevant libraries according to your
problem statements. The most commonly used or we can say
basic libraries are pandas for importing and exporting the
datasets, numpy for
mathematical calculations and
sklearn which is one of the
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most powerful library used for data pre-processing [5].

We use keyword import for importing the libraries and
short name for calling like importing pandas we write import
pandas as pd here import is keyword used for importing any
librariesand pandasislibrary for importing datasets and pd is
short name used for calling.

Data Pre-processing For Machine Learning Using Python Labraries

1. Importing libraries

In [1]: # importing relevant Libraries
fmatplotlib inline
import matplotlib
import matplotlib.pyplot as plt
import numpy as np
import pandas as pd
import sklearn
import imblearn
impart seaborn as sns
import sys

Now for rectifying the version of our libraries we make use of

following sets of code asillustrated below.

In [2]: print(“pandas : {}".format(pd._version_))
print("numpy : {8}".format(np.__version_))
print("matplotlib : {@}".format(matplotlib. version_))
print("seaborn : {8)".format(sns._version_))|
print(“sklearn : {8)".format(sklearn._version_))
print("imblearn : {€}".format(imblearn. version_))

pandas : .25.1
numpy : 1.16.5
matplotlib : 3.1.1
seaborn : @.8.@
sklearn : 8.21.3
imblearn : @.5.@

B. Step-2 Loading the Datasets

The next step after importing the libraries is loading the
datasets. Using python we can read different data format files
likeimage files, comaseparated values (csv files), Excel files,
Text files, HTML, Hierarchica Data format, audio files,
video files and many more.

Below code illustrates the reading of Excel datasets, text
datasets and csv datasetswhich are mainly used file format for
machine learning [6].

Syntax for loading the datasets using python
Variable name = pd.read_file format (“file location/path of
the file”). where, Variable name is the name of variable in
which datawill get stored. Pd means using pandaslibrariesfor
reading the data sets and file format isthe format of your data
in which format you have saved your datasets.

File location is the location of your file where you have
located or saved your file. Next, we make use of head ()
function to display few rows of data or we can simply use the
print () function for displaying the loaded datasets.

2. Loading the Datasets

Xlsxdata.head(5)

duration protocol_type service flag src_bytes land attack
0 0 tcp  private 0.0 0.0 0.0 neptune
1 2 tcp fip_data 12983.0 0.0 00 normal
2 0 icmp eco_i NaN 00 00 saint
3 1 tcp telnet MNaM 150 00 mscan
4 0 tcp hitp 267.0 145150 00 normal
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Next, we make use of describe() function to describe our data

# Descriptive Statistics
Xlsxdata.describe()

duration flag src bytes land

count 22543000000 2.254100e+04 2.254200e+04 22542000000

mean 213.868784 1.039683e+04 2.056194e+03 0.008429
std 1407 207069 4.728179%e+05 2.122023e+04 0.142605
min 0.000000 0.000000e+00  0.000000e+00 0.000000
25% 0.000000 0.000000e+00  0.000000e+00 0.000000
50% 0.000000 5.400000e+01  4.600000e+01 0.000000
T5% 0.000000 2.870000e+02 6.010000e+02 0.000000
max 57715.000000 6.282565e+07 1.345827e+06 3.000000

C. Step-3 separating the features (variables) as
independent and dependent

While designing any machine learning model we need to
split the variable as independent variable and dependent
variable. Independent variables are that quantity that is being
menipulated by the researcher and dependent variables
represent a quantity whose value depends on those
manipulations.

Independent variables are often designated by X and
dependent variables as Y. Mathematically denoted as Y =
f(X) (Y is the function of X) means Y depends on or
determined by X. Below code illustrate splitting of variables
as dependent and independent variables , where X and Y
denotes independent and dependent variable, Xlsxdata is
variable name in which we have stored our dataset, iloc[row
limit: column limit].valuesisthe function used. Row limit tell
about the row to be included and the column limit tell about
the column to be included if [:] only thisis mentioned then it
means entire row to be included and if [:-1] means including
al the columns excluding the last one.

Next to seefeaturesincluded as dependent and independent
variableswe can simply use X and Y and then press shift plus
enter.

# Separating Dependent and Independent variables
X=X1sxdata.iloc[:,:-1].values
Y=Xlsxdata.iloc[:,-1].values

X

array([[@, "tcp’, ‘private’, 0.8, 0.9, 8.0],
[2, "tcp', 'ftp_data', 12083.0, .8, 8.8],
[0, 'icmp', 'eco_i', nan, 9.0, 0.28],

cees
[, “tcp’, ‘http', 54549.8, 8314.8, 0.8],
[, ‘udp’, 'domain_u', 42.8, 42.0, 6.0],
[, 'tep’, ‘sunrpc’, 0.0, 0.0, nan]], dtype-object)

Y

array([ 'neptune’, 'normal’, 'saint’, ..., 'back', 'normal’', 'mscan'],

dtype=object)

D. Step-4 Handling the Null-values

The next and most crucial step in data pre-processing is to
handl e the missing values or null valuesin python we say NaN
values. Simply we can handle the null values by: Dropping the
entire row containing the null values, which sometimes tends
to result unpredictable result and is not the best way to handle
missing values. By using python libraries and implementing
strategies like mean, median or mode, depends upon the
problem statements. Most
common strategy used “mean”
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isillustrated below using sklearn python libraries.

# creating dummy matrix for categorical dataset

. . . from sklearn.preprocessing import OneHotEncoder

3_ Handl'ng Mlsslng Values onehotencoder = OneHotEncoder(categorical features = [8])
X = onehotencoder.fit_transform(X).toarray()
np.set_printoptions(suppress=True)

# Replacing missing value with average value (mean) X

# Using scikit-learn Libraires

# imputer is an istance/object of this cluss use to call this class array([[ 1. : 8 s 8. P
#takes only numeric value e. e > . 1.
[ e s 8 1. .-
12983. , 8 . . 1
Train.head(5) [ 1. s 2] . e. PR
10396.8328823 , 8 B 8. 1.
duration protocol_type service flag src_bytes Land attack
0 0 tcp  private 0.0 00 0.0 neplune [5454;: Sﬂi 3: ] ’
1 2 tcp fip_data 129830 00 00 normal [ 1. ) 8. P
42. 42. . a. 1.
2 0 iemp eco_i MaN 00 00 sant [ 1. . a. . 5. U
3 1 tp  telnet  NaN 150 00 mscan e. : a. e.66842871]])
< 0 (=D I 2 YEED 00 [emE # handle Y matrix for categorical data
labelencoder Y = LabelEncoder()
. - ¥ = labelencoder_Y.fit_transform(¥
As shown above the dataset contain missing values as NaN, y T lebetencodery Fit_transforn(y)
whichis replaced by the mean strategy. array([14, 16, 24, ..., 1, 16, 11])
For assigning appropriate value we make use of dummy
| 750 SlEETLEERIED dipahi Sl Iy o matrix (thereisno priority-based value is assigned al values
imputer = SimpleImputer(missing_wvalues=np.nan, strategy="mean"} .
imputer.fit(X[:200, 3:6]) are treated equally and the value assigned depends upon the

X[:208 , 3:b]=imputer.transforn{X[:2e8, 3:6])

occurrence of that particular variable).

Here we can see that the NaN value is replaced by mean F. Step-6 Splitting the data-setsinto training and testing

value like flag value of row 2 which is null denoted as NaN is sets
replaced by 6062.090909090909(which is flag mean value). Before dealing with the step first let us understand that
what istrain data and testing datasets.
In [42]: ] print(x)| Training Data: Testing data sets are data which are used to
R e train the model.
[0 “demp” "eco_1” 6952.03056909099% 6.8 6.0] Testing Data: Testing data sets are data which are used for
[0 tcp’ “hitp’ 54540.0 5314.0 0.0] testing or we can say that used for validating our model.
%g :gﬂ 'SEI:?::TUe.gzé‘.aadg:gegzig:]anessessms]] Slitting the data sets into training and testing sets means
splitting the entire dataset into two ratio one for training and
E. Step-5Handling Categorical Variables second for testing as shown in below Figure 1[2].

In this phase we handle the categorical variables using
python module LabelEncoder from python library sklearn
pre-processing. As dealing with missing values requires data
to be stored in numeric form so its required to handle the
categorical values by converting the string into numeric.

Figure 1. splitting dataset into training and testing sets

Handling Categorical Variable ) ) o )
Here we need to pay attention while splitting the setsisthat

# handling categorical variable

from sklearn.preprocessing import LabelEncoder the raIIO Of tral n| ng ﬁs ShOU|d be equal or greate‘ than the
labelencoder_X = Labelkncoder()

X[:, 1] = labelencoder X.fit transform(X[:,1]) teﬂ %ts

X Splitting the data-set into training and testing dataset

array([[@, 1, 45, 8.8, @.8, 0.@],

# prepare test and training data set
[2, 1, 19, 12983.@, 8.8, 0.0],

from sklearn.model_selection import train_test_split

[e, 8, 13, 18396.832882303359, 8.8, 0.0], X_train, X_test, Y_train, Y_test - train_test_split(X, Y, test_size-0.2)
.[l.a,.’:l, 22, 54548.8, 8314.8, 0.0], T
[e, 2, 11, 42.0, 42.8, 0.0], =
[e, 1, 52, 8.e, @.8, £.88842871085085618]], dtype=object) array([T 1., 8., 8., ..., e., 4., o],
[ 1., 8., 8., ..., 218., 1%69., 0.1,
[ 1., ., [ 157., 1964., e.],
[ 1 8., 0., .-, 8. 44, e.],
[ 1., e, @&,.., @&, @&, @],
[ 1., 8., [, 30., 217., e.]11)
X_test
array([[ 1., ., ] 20., a., e.1,
[ 1., o, @ e., o, o],
[ 1., ®©., @ e., e., o.],
[ 1 ] 0., 0., @ 8.1,
[ 1., ®©., @., ..., 8., @e., o.],
| 1., @., 8., ..., 315., 347., @.]])
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G. Step-7 Applying feature Scaling

The last step is applying the feature scaling which is an
optional step but highly recommended as after applying this
step al the variables values are contains a consistent value
which is very helpful in piping the model as well as training

the model through any algorithm.
Feature scaling

# Feature scaling used for scaling the dataset
# Normalization and standard deviation
from sklearn.preprocessing import StandardScaler

scaler =

StandardScaler()

scaler.fit_transform(X_train[@:22544,0:6])
scaler.transform(X_test[0:22544,0:6])

array([[ ©.43152433, -2.1641179 ,
-0.08328761],
. @.43152433, -2.1641179 ,
-0.08320761],
. @.43152433, -2.1641179 ,
-0.08320761],

-B.26758503, -0.87277173, -@.15758737,

-8.26758503, -0.87277173, -8.15758737,

-8.@6758503, -0.87277173, -©.15758737,

. 0.43152433, -2.1641179 ,
-9.08320761],
[ @.43152433, -2.1641179 ,
-0.08328761],
T ©.43152433, -2.1641179 ,
-8.08328761]])

-8.86758503, -0.87277173, -8.15758737,

-0.86758503, -0.87277173, -0.15758737,

-8.26758503, -0.87277173, -8.15758737,

1. RESULT AND DISCUSSION

The data set used for designing any machine learning
model are extracted from different source like historical data
extracted from data warehouse, streaming datasetsetc and are
of different types like structured data, unstructured data and
semi-structured data. Moreover, the file formats are also
different like text, csv, html, video file and many more
formats.

These datasets which are obtained from different source of
different type having different file formats contain missing
values, categorical value and need to be transformed before
applied for any model. The process of transformation and
cleaning the data sets is known as data pre-processing phase
whichisone of the most crucial steps of any machine learning
model.

Data pre-processing helps in dealing with null value a'so
known asNaN in python, splitting the data sets astraining and
testing, separating the variables like independent and
dependent and many more utilities.Python powerful libraries
are easily used to handle the raw data and helpsin the process
of the data pre-processing. After the implementation of above
described procedure the obtained results are tabulated which
isgivenin Tablell.

Table-ll Illustrates the difference in data sets before and
after applying data preprocessing.

Data sets Categorical Helpsin
containing variables are processing
Categorical handled using categorical
value. python library values.
LabelEncoder.
No Feature Features are After applying
Scaling scaled so that feature scaling
resulting to datasetscan be | al thevariable
different used for values are
approximation | implementing having same
values. any model, for | approximation
feature scaling | after decimal.
using python
library sklearn
pre-processing
StandardScalar.
No Variable Variablesare Variablesare
separation. separated as separated as
independent and | independent
dependent and dependent
variable. whichis
required for
carrying out
any
mathematical
or research
work.
No Splitting of | Splitting the Data set are
datasets. datasets as splitted as
training and different sets
testing sets of dataare
using python required for
library sklearn | training and
model_selection | testing the
train_test_split. | model. The
ration of
training data
sets should be
grater or equal
to testing data
sets.

SNO | Databefore Data after Remark
Pre-processing | pre-processing
1 Data sets Null valuesare | Null values
containing replaced by are removed.
missing or Null | mean, medianor | Thus, datasets
values, in mode strategy with null or
python missing | or we can aso missing value
valuesare drop theentire | resultinto
represented row containing | ambiguous
using NaN. missing value model.
which isnot a
good practiceall
the time.
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[V. CONCLUSION

In this paper we have carried out seven sequence steps of
data preprocessing. The processed data after complete
analysis showsthat the datais noise free, null value or missing
values are replaced by any one of strategy like mean, median
and mode. We have also handled the categorical variables,
separation of independent variable and dependent variable.
Moreover, dataset is splited as training and testing datasets.
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Thus, it can be observed that after applying the defined seven
sequence of steps obtained dataset can easily be applied to
any model or any learning algorithm like SVM, logistic
regression etc. Moreover, it was observed that the model
obtained from dataset after applying data preprocessing steps
was more efficient and less prone to ambiguity.
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