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Abstract: Genetic disorders are one of major challenge in 
medical field, which is to be overcome in early stage, such that 
the patients can be diagnosed as soon as possible. This paper 
deals with fetal lungs disorder, as the initial process of the 
research proceeds with high dimensional dataset, where the fetal 
lungs dataset are preprocessed to check missing data or null 
criteria. Feature selection plays a major role here, where the 
denoised data are given to Principal component analysis, since 
the dataset was large in size; it was required to reduce the volume 
of data. Principal component analysis helps to reduce the 
redundancy in the data. The feature selection also provides 
minimum number of features, which is a pathway for performing 
the classification. Principal component analysis overcomes 
unrelated feature problem, increases the prediction accuracy 
level and decreases the computational overheads in classification. 
Efficiency of the feature selection is estimated using standard 
classification metrics. 

Keywords: Genetic disorder, Lungs development, 
Preprocessing, Principal Component Analysis. 

I. INTRODUCTION 

This paper deals with fetus lungs development, where most 
of the complications are diagnosed in the initial stage itself. 
Due to some heredity reasons the embryonic babies get 
affected, namely food habits, environmental changes and 
gene may be some of the reasons today. There are chances 
where parent may be alcoholic or smoker which may also 
effect the development of the fetal Lungs. Periodic clinical 
checkup will provide proper pathway for lungs development 
in embryonic stage itself.  [2]The Lungs development is 
alienated into two phases, First phase deals with lungs 
growth and second phase is lungs maturation. [3]A lungs 
growth depends on physical accepts; such that it develops 
the structure of the lungs. [3]Lungs maturation involves 
functional development; these functionalities are achieved 
by biochemical process. Lungs growth is developed 
throughout the gestation period. As the final development of 
human fetus, a lung provides exchange of gases and increase 
in number of alveolar. 
The full formed lungs organ is roughly 50-100m2, the main 
function of the lungs provides exchange of oxygen and 
carbon dioxide.  

II. IPHASE OF LUNGS DEVELOPMENT IN 
FETUS 

   The structural lungs development has [2]five gestation 
periods, that are given as Embryonic Phase,  
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Pseudo-Glandular Phase, Canalicular Phase, Saccular Phase, 
Alveolar Phase. 
 

 
Fig 1.  Lungs development phases 

A. Embryonic Phase: 
 The embryonic phase of the fetal lung develops at 4-5 

weeks of conception period.  
 The small formations of left and right lungs are seen.  
B. Pseudo-Glandular Phase: 
 The pseudo-glandular stage of fetal lung development 

begins at the 5- 17th week of gestational period,  
 Branching have been continued to form terminal 

bronchioles 
C. Canalicular Phase: 
 The canalicular stage of fetal lung development begins 

approximately the 16-26th week of the conception period.  
 During the canalicular phase, blood supply is given to 

respiratory system with the help of oxygen. Tissues are 
developed in this phase. 

D. Saccular Phase: 
 The fetus is in the saccular stage of the lung development 

at an approximately 36th week of conception period.  
 Terminal bronchioles are formed here, where the passage 

of air flow is provided here.  
E. Alveolar Phase: 
 The alveolar phase is the last phase of fetal lung 

development,  
 The fully developed lungs are grown for the baby. 
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III. METHODOLOGY 

      High dimensionality fetal lungs dataset has been take for 
the work process. Initial process involves preprocessing 
phase, where missing data are identified. Since the data are, 
high in dimensionality, it is required to reduce the dataset 
and provide desired feature selection for the lungs 
development in the fetus dataset. The selected features are 
useful to detect any abnormalities in the fetal lungs which 
may be using for the doctors to provide diagnosis to the 
patient. 

 

Fig 2. Work flow of Methodology 

IV. DATABASE 

     High dimensionality dataset has been chosen for the 
research work. Gene expression omnibus is referred for fetal 
lungs dataset in homosapiens. Gene expression omnibus is a 
curated and publicly available dataset; it also supports 
minimum information about a micro array experiment. It 
consists of 54675 records and 38 samples of fetal lungs 
development.  

V. PREPROCESSING 

 The raw data involves noise in it, which is to be removed, 
before data to be processed 

 Here in this data, noise detected is missing values in the 
gene information which is to be avoided 

 Null criteria are overcome, and particular recorded is not 
taking for further processing.   

VI. PRINCIPAL COMPONENT ANALYSIS 

            Principal Component Analysis, or PCA, helps in 
feature selection process, in this paper the PCA overcomes 
the redundancy in the gene dataset and removes the 
irrelevant features in the dataset. This algorithm helps in 
improving accuracy and reduces large dataset to smaller 
one; with minimum features, Principal component analysis 
is easier to explore and fast to analysis for machine learning 
algorithm.  

A. PCA PROCESS FLOW 
     Initial process involves preprocessed data. The extracted 
pure data are given to principal component analysis. 
Standard matrix is found by two steps, first step involves 
finding mean value for gene value and second step is to 
subtract mean value from each gene value.  
Standard matrix = Gene value(X) – Mean Gene value (X’) ..(1) 

Covariance matrix is performed to check how y value 
changes with respect to x value. If x value increases then y 
value also increases automatically. Resultant matrix is a 
square matrix. 

                          
            

   

 
                    . . (2) 

Eigen Values can be calculated only for square matrix 
 

Eigen values = Cov - λI              ..(3) 
 
Cov is the covariance matrix 
I is the identity matrix 
 λ is Eigen values  

 
  Eigen vector is calculated for Eigen value. Highest Eigen 
value of Eigen vector are known as PCA ( Data are reduced 
here)  

 

 

Fig 3. PCA flow 

B. ALGORITHM 

Input: Extracted data (     ) 
Output: Set of selected Features. 
#Applying PCA to the Data 
Step 1: Initialize all the variables. 
# Find the mean of gene data 
Step 2: Mean 
Step 3: Reading file 
Variable d, out. 
Step 4: For (double d: entry) 
Out += d/entry.len. 
Step 5: End For 
Step 6: return out 
#Find the standard matrix with help of mean value 
Step 7: Standard Matrix 
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Step 8: Variable sum=0, aM=mean (a), bM=mean (b),        
dv=a.len-1. 
Step 9: For i to out.len 
Step 10: For  j to out.len 

sum += (a (i)-aM) * (b(i)-bM) 
Step 11: If sum=0.0 then sum = val 
Step 12: End If, For (j) 
Step 14: return sum / dv 
#Find the covariance matrix(square matrix) 
Step 14: Covariance Matrix 
Step 15: Variable out = [mat.leng][mat.leng] 
Step 16: For  I to out.len 
Step 17: For  J to out.len 
Variable dtA = mat[i], dtB = mat[j] 

out[i][j]=cov(dtA,dtB) 
Step 18: End For (i) (j) 
Step 19: return out. 
#Find Eigen Value and Eigen set 
Step 20: Eigen Set 

Variable cpy = input, q = 
[cpy.leng][cpy.leng] 

Step 21: For  I to q.leng 
q[i][j]=1 

Step 22: End For  
Step 23: bolean done = false 
Step 24: Reading Done 

Variable nMat=mul(q[i],q[j]) 
Step 25: If nMat – copy > 0.0000001  

copy = nMat.  
Step 26: End If, For,While 

Variable dat = covMat(); 
Step 27: return eigen 

Variable val = {eigen.values} 
 # Find PCA 
Step 28: Eigen vectors and Values  
Step 29: For I to vals[0].length  

Variable j 
Step 30: If double.isNAN(vals[i][j]) 

Variable vals[j][i] = 1.0 
k = transporse *inttransporse. 
lin=substring of k 

Step 31: For I to length(k) 
tt = substring (k) 
print tt. 

Step 32: End For 
Step 33: End While 
Step 34:Featured Data Achieved. 

VII. RESULTS AND DISCUSSION 

  The high dimensionality dataset consist of fetal lungs 
development where it consists of 26177 normal data and 
28498 abnormal dataset. The total features of 54675 X 40 
are reduced to 54675 X 4. Principal component analysis 
gives best dimensionality reduction.   

Table I. Fetal Lungs Information 

Dataset Sample Class Type Total 
records 

Gestation 
period 

Fetal 
Lungs 
Dataset 

38 2 txt 54675 53-154 
days 

 

The table I, gives the details of the dataset based on sample, 
class, record type, total records and conception period of the 
lungs fetal dataset. 
Table II. Experimental design and value distribution 

Algorithm Accuracy 

Rough PCA 85.38 

Emprical Distribution 83.78 

USQR 79.33 

CMIM 86.44 

Hybrid Feature Selection 87.37 

Proposed 90.85 
The table II, gives the experiment result of the dataset used, 
where the accuracy level is increased in the proposed 
method. Total of four features are selected for classification 
process. The Fig 4, shows the representation of algorithm 
efficiency. 

 

Fig 4. Accuracy of  Feature Selection 

The rank and value are evaluated for the each sample of 38 
along with gestation period in Fig 5. 

 

Fig 5. Rank and Value for Gestation period 
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VIII. CONCLUSION 

 The feature selection is successfully performed in high 
dimensional dataset.  

 Accuracy around 90.85% was been achieved, while 
compared to other algorithms, the proposed algorithm 
gives better result.  

 Further process includes classification using machine 
learning algorithm such as support vector machine and 
random forest algorithm.  

 The accuracy level of feature selection [7] can be 
improved by using different other methods based on filter, 
wrapped and embedded feature selection methods.  
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