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Abstract: Credit card frauds has been a threat that has 

evolved as a major source of loss for the financial sectors.  It has 

been seen in the different parts of world causing loss of billions 

of dollars. It is also a area which needs attention from the 

researchers as the task of fraud detection can be automated 

using the different machine learning classifiers and data science. 

If the frauds model encounter the fraudulent transactions it will 

raise an alarm to the system administrator. The paper proposes a 

model which uses the machine learning classifiers to detect the 

fraudulent transactions. The classifiers used in the paper are 

SVM (Support Vectore Machine ), Isolation Forest and Local 

Outlier. The focus of the research is to detect the fraudulent 

transactions to 100% and also we emphasise on the fact that no 

normal transaction should be detected as fraud wrongly. The 

process starts with preprocessing the data and then the classifers 

are applied. The results from each classifers is evaluated to 

check the one with the better performance. The performance can 

be increased with use of deep learning algorithms but with the 

rise in expennses. 

Keywords: credit card fraud, machine learning,isolation 

forest, local outlier. 

I. INTRODUCTION 

Credit Card frauds is a severe problem which any card issuer 

may face. Discussing about the losses, USA has faced a loss 

of 800 million dollars in the year 2004 due to credit card 

transactions, on the other side the same year UK has faced a 

loss of 425 million pounds due to these transactions.[1] 

Taking the discussion forward the losses incurred due to 

credit card frauds reaches 3 billion dollars in 2017 in North 

America. The meanas which were used are the Apple Pay, 

Venmo and Android Pay.[2] 

 In formal terms credit card fraud can be described as 

“When a persona tries to use the credit card of another 

individual for his/her personal use when the credit card 

holder is unaware of the theft. To add, the user does not 

have any connection with the card issuer and neither aims to 

establish one”. The frauds occurance forms can take one of 

the several forms like: Lost card – 48%, Identity theft – 

15%, Cloning – 14%, Counterfeit – 12%, Mail – 6% and 

other – 5%.  There are many ways in which the attacker or 

the thieve is executing the fraud. [3] This is a problem which 

is a mattern of concern and needs attention from the 

researchers where AI can help in automating the solution to 

the problem. The figure 1 given below describes the frauds 

and the occurrence percentage. 
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Figure1:Fraud Account and types 

 

The paper has discussed the use of AI in detecting these 

credit card fruads. The branches of AI, Machine Learning 

and Deep Learning has proved to be promising in these 

detections. Several algorithms of Machine Learning such as 

Local Outlier Factor, Isolation Forest, SVM(Support Vector 

Machine), Logistic Regression, Decision Tree, Random 

Forest can be applied for the same purpose[4]. The major 

problem which is seen here is the class imbalance where the 

number of fradualent transactions are far less than the 

number of normal transactions.[5] 

In this paper, our contribution is divided into the 

following sections. The discussion in Section II is about 

related Work which is done about the topic. Section III tells 

the Fraud Scenario using ML, section IV discusses the 

methodology in which we describe the dataset and the 

different algorithms which are applied on that dataset, 

section V show the implemention, how the implementation 

has been performed, section VI defines the reults obtained 

and discussion, And finally, the conclusion our paper in 

section VII.  

II. RELATED WORK 

[6]With the increase of uses of internet and credit crads, 

online shoppings and banking have grown tremendously. 

With the growth of all these new era technologies, credit 

card frauds have also growing. There are many modern day 

techniques evolved in detecting these fradulant transactions 

such as AI and Datamining. The article proposes a model 

which uses decision tree algorithm for fraud detection. These 

are used in combination of Luhn’s and Hunt’s algorithm 

which performs very well using the outliers. 
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[7]The article aims to focus on improved models of credit 

card fraud detection which are based on Machine learning 

and Nature Inspired detection techiniques. The Machine 

Learning models which are used are: NN(Neural Networks), 

HMM(Hidden Markov Model), SVM(Support Vectore 

Machine), and Decision Tee, whereas the Nature Inspired 

models includes: Genetic Algos and Artificial Immune 

System 

[8]The discussion here is to deal with credit card fraud 

detecting model which is based on SVM(Support Vector 

Machine). The the dataset was very large to handle so 

PCA(Principal Component Analysis) is used to wipe out the 

attributes which are not required or are imbalanced for SVM 

to handle. With the real time dataset used it is concluded that 

ICG-SVM(Imbalanced Class Weightage SVM) is able to 

handle the fraud detection with high-precision. 

[9]Credit card fradulant transactions cause an annual los of 

billion of money to the industries. The papers approach is to 

use the aggregation strategy to detect the frauds. Customer 

buying patterns are analysed with the help of aggregated 

transations and then the aggregated models are used for 

identifying the frauds.One of the focus area for the study is 

to highlight the partition area of the dataset where the threats 

are more likely to occur which is important because it is very 

difficult to check on all the transactions of the given dataset 

given the constraint of time and cost. 

[10]The main idea of this paper is to focus on real-time 

detection of fraud and give a naïve and innovative idea of 

understanding customer spending patterns to detect the 

fradulnt transactions.Self-organising maps are used to 

decipher, analyse and filter the behaviour of the customer in 

fraud detection. The study has a focus on filtering and 

clustering qualities in fraud detection. Clustering is used to 

identify the patterns which are hidden and filtering on thte 

other hand is used for reducing the transaction size in order 

to save cost and processing time.  

[11] The paper uses Hidden Markov Model for credit card 

transaction processing and gives an idea about how it can be 

used to detect the fraud. HMM model is first set to training 

with normal consumer behaviour and after that it is tested. If 

the incoming transaction is not accepted by the trained 

HMM model that means the transaction is fraudulent and it 

cancelled. In the process the model also makes sure that no 

normal transaction is rejected in suspicion of fradulaent one. 

It is observed that the model presents an occuracy of about 

80%. 

[12]The presentation here is the use of  neural data mining. 

The concept which is developed here is the statistics based 

fraud detection where it is shown that the task is based upon 

very small proportion of fraud. It is also observed that by 

using the algorithmic generation of transaction data, a large 

number of diagnostic rules can be generated. By using the 

automaticaaly generated rules the correct diagonis has been 

incresead significantly. 

[13]Due to the high losses which are happening because of 

credit cards it is becoming a serious matter for concern. The 

paper presented the use of two machine learning algorithms 

for classification which are: artificial neural networks and 

Bayseian algorithm. The study shows that the Bayseian 

model yields better results in contet of credit card frauds and 

the training time is usually shorter, the when the speed is 

considered, ANN is much faster. 

[14]The paper states the problem of preprocessing the data 

from transaction for fraud classification. It is not practical to 

present all the transactions into the model not only because 

of the high dimentionality but also because the data is 

heterogenous. Therefore a framework which considers the 

transaction aggregation is implemented  and its 

effectiveness is evaluated. Although transaction aggregation 

is found to be effective in many situations but not all 

situations fit.  It performs the best when the random 

classifier is used. 

[15]In the paper, the patterns and the characteristics are 

checked with the help of data processing to check the normal 

and the fraudulent transaction. At the same time, machine 

learning classifiers are used to predict the transaction based 

on victimization. The data was being preprocessed with the 

help of PCA and normalization. All the classifiers gave an 

accuracy of 95% compared to unprocessed data. 

III. FRAUD SCENARIO USING ML 

Fraud is considered as an act of illegally depriving a 

persons account for money or any legal rights. These frauds 

are so frequent as a company loses almost 5% of its revenue 

due to fraud[16]. 

 
Figure 2: Fraud Scenario 

The fraud scenario explains how actually the frauds can be 

controlled with the use of ML. There is an actor/customer 

who fires the transaction, the transaction is sent to the 

transaction DB for the results and at the same time it is fed 

to the machine learning model for detection. If the results 

from both the engines match that means that the transaction 

is real or normal and it is granted. If the transactions from 

both the engines does not match that means that the 

transaction is fradulant and it is cancelled. That is how we 

can control these increasing monetary frauds. 

We also show here how the machine learning models are 

applied to create a training and testing model for fraud 

detection[17]. 
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Figure 3: Training Model 

The figure explains how we are building the training and 

testing model. The transactions are fed to the training as well 

the testing model  where training model has the feature 

selection and classifiers are applied to the testing model and 

then the final evaluation is done to check the efficiency of 

the training model.  

IV. METHODOLOGY 

For the experiment we have used CreditCard datset which is 

imported from Kaggle website, a website which provides 

datasets. The details of the dataset are given in the table 

below: 

DATASETS AND THEIR DETAILS 

Dataset Samples Features Normal Fraud 

CreditCard 284807 31 284315 492 

The dataset consist of a total of 284807 samples and a 

total of 31 features from which 284315 samples of credit 

card transactions are found to be normal whereas 492 

samples are found to be fraudulent. Out of total 31 attributes, 

28 are named as V1-V28 for security purpose and the rest 

are Time, Amount and Class. Here, Time represents the time 

elapsed between one transaction and other, Amount 

represents the amount transacted and Class denotes the 

transaction type where there are two types of values: 

0(normal) and 1(fraudulent). It should also be noted that for 

the processing speed and faster testing 30000 smples of the 

dataset is used. Distibution is shown below: 

Distribuition of Normal(0) and Frauds(1):  

0    29904 

1       94 

In the results section we also present the results from the 

complete dataset as well with a total of 284807 samples. 

The figure shown below shows a classification of normal 

and fradulant transaction in the form of bar chart. 

 
Figure 4: Fraudualent & Normal transaction 

We have also classified the dataset according to the time 

distribution and it is shown in the figure below: 

 
Figure 5: Time Feature Graph 

The figure shows two bars, green and blue where the green 

one is the fraudulant and the blue bar is the legitimate one. It 

also shows that the fradulant transactions are much lower 

than the legitimate one. Also analyse the figure below for a 

pictorial representation of fraud and normal transactions by 

minute and hour. 

 
Figure 6: Minute Time Graph 

 

 
Figure 7: Hour Time graph 

It will amaze you to know that the transaction which are 

fradulant are having lower amount as compared to normal 

transactions. Only a few of them appear closer to the 

maximum transacted amount. The graph below shows the 

same 
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Figure 8: Monetry Distribution 

Further a heat map which is a two-dimentional 

representation where the values are represented in colors is 

shown for better visualization of data.[18] It is also used to 

analyse and study the correlation in between the class and 

the predicting variables. The heatmap is shown below: 

 
Figure 9: Heatmap  

Moving forward we study that now the data has been 

preprocessed and the formatting is done. The time, amount 

and class colmns are analyzed and standardised in order to 

present a fair evaluation. The dataset is fed into some set of 

algorithms and is explained how these models work when 

brought together[19]. The two major algorithms which are 

used here are : 

o Isolation Forest Algo 

o Local Outlier Factor 

o Support Vector Machine 

The algorithms are being implemented on the dataset using 

Python. Sklearn is the package which contains these 

algorithms. The module in sklearn which contains the algos 

is ensemble module and contains the functions and methods 

for classification, regression and the detection of outlier. 

The library is free and open-source and is built using the 

matplotlib, NumPy(Python Numerical) and SciPy (Scientific 

Libraries) modules which is considered as a very easy to use 

and efficient tool for analysis of data and machine learning. 

Sklearn has various algorithms like SVM(Support Vector 

Machine), random forest and K-neighbour algorithm. 

Jupyter Notebook platform is used to illustrate the 

demonstration which has been carried out in the paper. 

Jupyter Notebook can also be accessed from Google Colab 

platform which is able to handle all the python files. 

A. Isolation Forest Algorithm 

It is the newest technique which is used in detecting 

anamolies. The basis of the algorithm is that the anamolies 

are some data points which are different and limited[20]. 

These properties and anamolies are suspected to be isolated. 

It uses isolation in an efficient and effective manner in place 

of the earlier used distance and density model. Moreover, the 

algorithm proves itself in the time and space complexity 

tradeoff[21]. 

Unlike the traditional machine leaning models which ised 

the balanced dataset for better predictions, Isolation forest 

works by isolating a randomly selected feature and then 

splitting at a randomly selected value which lies between the 

maximum and the minimum value of the selected feature. It 

is easy to do it as isolation only requires separating the 

values which shows different behaviour from the normal 

ones[22]. 

The algorithm proceeds by creating an Isolation tree or the 

random tree and then the score is calculated. The code below 

can be analysed for the same: 

 

 

 
The plotting of the graph is shown below: 
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Figure 10: Isolation Forest  

B. Local Outlier Factor 

Unsupervised learning is a category of machine learning 

where the machine learns by itself. There are no pre-fed 

patterns as supervised learning and there is no or minimal 

human intervention. Local Outlier Factor falls in the 

category of unsupervised learning approach where the aim is 

to identify the local deviation of a given data point from its 

neighbours[23]. 

An outlier in broad terms is a data data point which is 

different from the others and a different mechanism is used 

to generate it. It is gaining popularity in fraud detection, 

criminal activity identification, and many others[24]. The 

neighbour parameter is chosen keeping in mind the two 

factors: 1) thte cluster has to contain a minimum number of 

object which is greater so that the other objects can have 

local outlier related to this cluster. 2) and it should be 

smaller than the maximum objects which are close and has a 

potential to become a local outlier. 

Although there are rare events of outlier occurrence, in 

many examples which uses this methods such as online 

frauds and video survelliance for example, the importance 

which they hold is pretty high which makes its detection 

very important[25]. The code below can be analysed:  

 

 
 

The plotting of the graph is shown below: 

 
Figure 11: Local Outlier  

C. SVM (Support Vector Machine) 

SVM has emerged to be a new technique for classification 

and regression in machine learning. For a good 

generalization ability SVM uses a separating hyperplane for 

maximizing the margin. The application of SVM is dand-

writing character recognisation, face detection, data mining 

etc[26]. SVM has its own limitations as it is a binary 

classifier and has to be combined with a muti-class 

classifiers for better results and secondly it is very time 

consuming. SVM ensemble are  used to overcome these 

drawbacks of SVM algo.  

To state in simple terms, SVM aims to find the best 

hyperplane which separates the two classes of  samples from 

training set in feature space. A hyperplane is defined by a 

linear function f(x) = (y,m) + b, where the mapping of 

patterns is done in feature space y, and the value which 

defines f(x) is positive value[27]. 

The criteria which SVM uses is the margin maximization, 

where the word margin significe the distance which lies 

between the hyperplane of each class. Here we try to 

separate the classes in an hypothetical case where a perfectly 

separable class may never lie and the other class is the non-

perfectly separable class which is also called the soft 

boundary where there are chances of errors and also they 

have to be minimized.[28] 

SVM  code below can be analysed : 
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The plotting of the graph using SVM is shown below: 

 
Figure 12: SVM Plot  

V. IMPLEMENTATION 

The implementation of the dataset is done using Python as 

previously discussed. The main consideration here is the 

dataset which is available, as it is not a good dataset because 

it contains more number of normal transactions ad only a 

handful of fradulaent one which makes it difficult to analyse 

the frauds detection system. One of the reason for this typ of 

dataset is confidentiality and privacy of the bank customers. 

Moreover the dataset is imbalanced  and the features are 

misclassified and the algos of machine learning are not 

designed to handle such type of data.[7] 

The code above can be analysed for the algorithms which 

are applied on the dataset. 

VI. RESULTS AND DISCUSSIONS 

 

The code prints out the result using the three machine 

learning algos. The accuracy and precision score is also 

calculated. We have presented two results, one with 30000 

samples and the other with the complete dataset. 

The results are given not only in terms fof accuracy and 

precision but the complete classification is shown in the 

result. 
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Results with limited samples: 

 
Results with complete dataset: 

 

 

VII. CONCLUSION 

Online transactions have become a need of the new era, 

since it requires only the authorization to use money for 

different puposes. But with the advantages which it provides 

it is also a medium for online crime. Many cases of credit 

card frauds have been detected causing major losses. The 

paper proposes models to detect online frauds, the models 

are machine learning based namely: isolation forest, local 

outlier and SVM. It is observed that the accuracy prediction 

with isolation forest is 99.74%, with local outlier is 99.65% 

and with SVM it is 70.07%. Further it should be considered 

that the dataset is imbalanced, for the future scope of the 

work, a more refined and balanced datset can be used. 
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