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Abstract--- In recent years, Intuitionistic fuzzy set is very 

useful in decision making problems such as medical diagnosis, 

pattern recognition, clustering etc., which deals with vagueness 

and uncertainty. Similarity measure is a tool used to find the 

closeness of the intuitionistic fuzzy sets by considering the 

membership, nonmembership and hesitation function. In this 

paper, we propose an effective similarity measure based on 

tangent function for intuitionistic fuzzy multi sets in which 

membership, nonmembership, hesitation function occurs more 

than once and also we apply this measure in medical diagnosis 

and pattern recognition. 

Keywords--- Intuitionistic fuzzy sets(IFS), Intuitionistic Fuzzy 

Multi sets(IFMS), Similarity measure based on tangent function.  

AMS Subject Classification (2010)--- 08A72, 03E72. 

I. INTRODUCTION 

In 1965, L.A.Zadeh[28] introduced the notion of fuzzy 

subset of a set as a method for representing uncertainty in 

real physical world. In fuzzy set theory, the membership of 

an element to a fuzzy set is a single value between 0 and 1. 

As a generalization of this, intuitionistic fuzzy subset was 

defined by K.T.Atanassov in 1986[1,2]. These sets are 

suited to deal with vagueness or the representation of 

imperfect knowledge in decision making. In reality, it may 

not true that the degree of non-membership of an element in 

an intuitionistic fuzzy set is equal to 1 minus the degree of 

membership, but there may be some hesitation degree. At 

first the study of distance measures for IFS was carried out 

by E.Szmidt and and J.Kacprzyk [22,23,24]. Hung and 

Yang[6] presented a similarity measure based on Hausdroff 

distance. Various similarity measures were given by the 

authors like Li and Cheng, Liang and Shi, 

Mitchell[3,4,7,8,9,26,27] which was applied in decision 

making problem and pattern recognition.  

Recently, T.K.Shinoj and Sunil.J.J[20,21] introduced 

intuitionistic fuzzy multisets from the combination of 

intuitionistic fuzzy sets and fuzzy multisets which was 

proposed by Yager[25]. In intuitionistic fuzzy multisets, the 

membership function and non-membership function are 

allowed to occur more than once. Some of the distance and 

similarity measures for IFS were extended to 

IFMS[5,11,12,13,14,15,16,17,18]. In 2015, K.Mondal and 

S.Pramanik[10] proposed a similarity measure based on 

tangent function for IFS. In this paper, we extend this 
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measure for intuitionistic fuzzy multisets and prove its 

efficiency by comparing the measure with the existing 

similarity measures for IFMS. Also we present a case study 

for diagnosing a disease in medical field and also apply this 

measure in pattern recognition.  

II. PRELIMINARIES 

Definition 2.1 [1] 

Let X be a non-empty set. An intuitionistic fuzzy sets A in X 

is an object having the form  

 A = { 〈 x,  A(x),  A(x) 〉 / x ∈ X } where the functions  A 

: X → [0,1] and  A : X → [0,1] define the degree of 

membership and non membership of the element x ∈ X. 

For each IFS A in X, if πA = 1 –  A(x) –  A(x), x ∈ X, 

then πA(x) is called intuitionistic index of the element x in 

A. It is a hesitancy degree of x in A. 

Definition 2.2[25] 

Let X be a nonempty set. A Fuzzy Multiset(FMS) A 

drawn from X is characterized by a function, ‘count 

membership’ of A denoted by CMA such that CMA : X → Q 

where Q is the set of all crisp multisets drawn from the unit 

interval [0,1]. Then for any x ∈ X, the value CMA(x) is a 

crisp multiset drawn from [0,1]. For each x in X, the 

membership sequence is defined as the decreasingly ordered 

sequence of elements in CMA(x). It is denoted by 

   
       

        
      where    

        
        

  
     . 

Definition 2.3[20] 

Let X be a non-empty set . An Intuitionistic Fuzzy 

Multiset A denoted by IFMS drawn from X is a 

characterized by two functions: count membership of 

A(CMA) and ‘count non membership’ of A(CNA) given 

respectively by CMA : X → Q and CNA : X → Q where Q is 

the set of all crisp multisets drawn from the unit interval 

[0,1] such that for each x ∈ X, the membership sequence is 

defined as a decreasingly ordered sequence of elements in 

CMA (x) which is denoted by    
       

        
      

where    
        

          
      and the 

corresponding non membership sequence will be denoted by 

   
       

        
      such that 0 ≤   

        
     ≤ 1 

for every x ∈ X and i = 1,2,…p. 

An IFMS A is denoted by  
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A = { 〈 x:  

   
       

        
         

       
        

      〉    
∈      

Definition 2.4[21] 

The length of an element x in an IFMS A is defined as the 

cardinality of CMA(x) or CNA(x) for which      
     

   
       and it is denoted by L(x : A). That is  

L(x : A) = ⎸ CMA(x) ⎸ = ⎸ CNA(x) ⎸ 

Definition 2.5[21] 

If A and B are IFMS drawn from X then L(x : A,B) = 

Max{L(x : A), L(x : B)}. Alternatively we use L(x) for L(x : 

A, B). 

Definition 2.6[7] 

 A real-valued function S : IFS(X) x IFS(X) → [0,1] is 

called a similarity measure on IFS(X), if it satisfies the 

axiomatic requirements: 

1. 0 ≤ S(A,B) ≤ 1 

2. S(A,B) = 1 if and only if A = B 

3. S(A,B) = S(B,A) 

4. S(A,C) ≤ S(A,B) and S(A,C) ≤ S(B,C) if A ⊆ B ⊆ 

C. 

Definition 2.7[11] 

The similarity measure based on Hausdroff distance for 

IFMS is  

 SH(A,B) = 
 

 
      

 

 
         

       
   

 
   

       ,      −       ) 

Definition 2.8[13] 

Cotangent similarity measure for IFMS is  

 IFMS(A,B) = 

 

 
    

 

 
      

           
         

            
         

        

 
  

     
     

Definition 2.9[15] 

The similarity measure based on Normalized Hamming 

distance [15] is  

 Sim(A,B) = 
  

      

  
       

  

 Where   
        

 

 
  

 

  
      

         
        

   
 
   

      −      ) 

Definition 2.10[19] 

The correlation similarity measure for IFMS[19] is 

       
          

                       
 

where             
 

 
        

       
       

   
 
   

           ) ,  

             
 

 
        

       
       

   
 
   

           )       , = 1   =1  =1 (           + 
          ) 

Definition 2.11[16] 

Cosine similarity measure for IFMS[16] is  

 CIFM(A,B) =  

 

 
 

 
 

 
 

 
  

  
       

          
 
      

 
     

   
 
    

     
 
    

     
 
    

     
 
    

  

 

   
 
 

  

   

 

Definition 2.12[10] 

The tangent similarity measure between two IFS P and Q 

can be presented as 

 TIFS(P,Q) =  

 

 
   

 

   

      
                                                         

  
   

III. PROPOSED SIMILARITY MEASURE FOR 

INTUITIONISTIC FUZZY MULTISETS 

Definition 3.1 

 The new similarity measure for IFMS based on tangent 

function with two parameters membership and non-

membership function is  

 TIFMS(A,B) =  

 

 
    

 

   

  
 

 
      

       
         

           
         

        

  
 

 

   

  

The new similarity measure for IFMS based on tangent 

function with three parameters membership, non-

membership and hesitation function is  

 TIFMS(A,B) =  

 

 
    

 

   

  
 

 
      

       
         

           
         

          
        

        

  
 

 

   

  

Preposition 3.2 

The defined new similarity measure TIMFS(A,B) between 

IFMS A and B satisfies the following properties 

P1. 0 ≤ TIFMS(A,B) ≤ 1 

P2. TIFMS(A,B) = 1 if and only if A = B 

P3. TIFMS(A,B) = TIFMS(B,A) 

P4. If A⊆ B ⊆ C, then TIFMS(A,C) ≤ TIFMS(A,B) and 

TIFMS(A,C) ≤ TIFMS(B,C). 

Proof: 

P1. 0 ≤ TIFMS(A,B) ≤ 1 

Since the values of membership, non-membership and 

hesitation functions of the intuitionistic fuzzy multiset are 

lying in the interval [0,1], the similarity measure based on 

tangent function TIFMS(A,B) is lying between 0 and 1. 

P2. TIFMS(A,B) = 1 if and only if A = B 

i)If the two IFMS A and B are equal, then   
      

   
        

        
           

        
 
     ∀ j, which 

implies that    
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Hence TIFMS(A,B) = 1. 

ii) Let TIFMS(A,B) = 1.Then    
         

       

     
         

            
        

 
    This implies 

that   
         

        
        

           
      

  
 
     for all j. Thus A = B. 

P3. TIFMS(A,B) = TIFMS(B,A) 

TIFMS(A,B) = 

 

 
    

 

   

  
 

 
      

       
         

           
         

          
 
       

 
      

  
 

 

   

  

 = 

 

 
     

 
   

 1   =1 tan  (      −      +      − 
     +   (  )−   (  ) 12 

 = TIFMS(A,B) 

P4. If A⊆ B ⊆ C, then TIFMS(A,C) ≤ TIFMS(A,B) and 

TIFMS(A,C) ≤ TIFMS(B,C) 

 If A⊆ B ⊆ C, then   
         

          
        

       

   
         

            
         

          
      . We 

have  

    
         

 
           

        
 
          

      

    (  ) ≤      −   (  ) 

    
         

 
           

        
 
         

      

    (  ) ≤      −   (  ) 

 and    
         

 
           

        
 
         

      

    (  ) ≤      −   (  ) 

Hence TIFMS(A,C) ≤ TIFMS(A,B) and TIFMS(A,C) ≤ 

TIFMS(B,C) 

IV. SIGNIFICANCE OF THE PROPOSED 

SIMILARITY MEASURE  

Example 4.1 

Let X = {A1,A2,A3,A4,….An} with the IFMS’s A = {A1,A2} 

, B = {A1,A3} and C = { A1,A4} defined as A = { 〈 A1: 

(0.2,0.2) 〉 , 〈 A2: (0.4,0.4) 〉 }, B = { 〈 A1 : (0.2,0.2) 〉 , 

〈A3:(0.3,0.3)〉 } and C = { 〈 A1 : (0.2,0.2) 〉 , 〈 A4 : 

(0.301,0.299)〉 }. 

Here the cardinality   = 2 as    CMA  =   CNA  = 2 ,   

CMB  =   CNB  = 2,   CMc)  = 

   CNc  = 2. 

Then by the correlation measure for IFMS,      (A,B) = 

0.9923 ,      (B,C) = 1. This implies that B = C which 

cannot be true. By Cosine similarity measure for IFMS, 

CIFM(A,B) = 1, CIFM(B,C) = 1. This implies that the IFMS 

A,B and C are equal which is not acceptable.  

But in our proposed similarity measure, TIFMS(A,B) = 

0.9737, TIFMS (B,C) = 0.9994 in which the similarities of the 

IFMS A,B and C can be differentiated and we get the result 

that B is more similar to C. 

Example 4.2  

Let X = {A1,A2,A3,A4,….An} with the IFMS’s A = {A1,A2} 

, B = {A1,A3} and C = { A1,A4} defined as A = { 〈 A1: 

(0.2,0.3) 〉 , 〈 A2: (0.3,0.3) 〉 }, B = { 〈 A1 : (0.2,0.3) 〉 , 

〈A3:(0.1,0.2)〉 } and C = { 〈 A1 : (0.2,0.3) 〉 , 〈 A4 : (0.1,0.1)〉 
}. 

Here the cardinality   =2 as   CMA  =   CNA  = 2 ,   

CMB  =   CNB  = 2,   CMc)  = 

   CNc  = 2. 

Similarity measures (A,B) (A,C) 

Cotangent similarity 

measure for IFMS 

0.8633 0.8633 

Similarity measure based 

on Hausdroff distance for 

IFMS 

0.9 0.9 

Similarity measure based 

on Hamming distance for 

IFMS 

0.6 0.66 

Proposed Similarity 

measure based on tangent 

function for IFMS 

0.9606 0.9474 

From the table, we infer that we cannot differentiate the 

similarity of (A,B) and (A,C) by using the cotangent 

similarity measure, Similarity measure based on Hausdroff 

distance and Similarity measure based on Hamming 

distance. But by the proposed similarity measure based on 

tangent function, we get the result that A is more similar to 

B.  

V. MEDICAL DIAGNOSIS USING SIMILARITY 

MEASURE BASED ON TANGENT FUNCTION FOR 

IFMS 

Most of the human reasoning involves the use of variables 

whose values are uncertain. These uncertainties are denoted 

by membership values in fuzzy sets. But in some situations 

like medical diagnosis, the terms of membership function is 

not adequate.  

Hence intuitionistic fuzzy set theory can be used because 

it consisting of both membership and non-membership 

functions of an elemlent in a set. Some times each element 

has different membership values and non-membership 

values. In such cases, intuitionistic fuzzy multisets can be 

applied. Here we take the case study of childhood diseases 

with common symptoms. Nowadays, the process of 

classifying different set of symptoms under a single name of 

disease is more difficult. The proposed similarity measure 

among Children Vs Symptoms and Symptoms Vs Diseases 

give proper medical diagnosis.  

Let C = {C1,C2,C3} be a set of children. 

D = {Viral fever, Throat problem, Chickenpox, Skin 

problem, Mumps} be the set of diseases and S = { 

Temperature, Headache, Throat pain, Muscle ache, Spots} 

be the set of symptoms.  

Table 1 contains some diseases and their symptoms in 

intuitionistic fuzzy set values.  
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We observed that, the diseases have the same symptoms 

but in different proportions. Each symptom is described by 

three numbers: membership  , non-membership   and 

hesitation margin π. 

Table 1: Symptoms Vs Diseases 

 Viral 

fever  

Throat 

proble

m 

Chicke

npox  

Skin 

proble

m  

Mumps 

Temper

ature 

(0.8,0.2

,0) 

(0.2,0.5

,0.3) 

(0.9,0.1

,0) 

(0.1,0.6

,0.3) 

(0.6,0.2

,0.2) 

Headac

he  

(0.7,0.1

,0.2) 

(0.3,0.7

,0) 

(0.7,0.2

,0.1) 

(0.2,0.6

,0.2) 

(0.5,0.3

,0.2) 

Throat 

pain 

(0.2,0.6

,0.2) 

(0.8,0.1

,0.1) 

(0.3,0.5

,0.2) 

(0.3,0.7

,0) 

(0.8,0.1

,0.1) 

Muscle 

ache 

(0.5,0.3

,0.2) 

(0.4,0.3

,0.3) 

(0.5,0.4

,0.1) 

(0.3,0.6

,0.1) 

(0.7,0.1

,0.2) 

Spots (0.2,0.5

,0.3) 

(0.1,0.7

,0.2) 

(0.8,0.1

,0.1) 

(0.6,0.1

,0.3) 

(0.5,0.1

,0.4) 

The objective is to make a proper diagnosis for each 

children. Let the samples be taken at three different timings 

in a day(morning, noon, night). After the samples obtained, 

we get a supposed medical analysis of the Children as 

shown in Table 2. 

Table 2: Children Vs Symptoms 

 
Tempera

ture 

Headach

e 

Throat 

pain 

Muscle 

ache 
Spots  

C

1 

(0.2,0.4,

0.4) 

(0.6,0.2,

0.2) 

(0.3,0.5,

0.2) 

(0.2,0.6,

0.2) 

(0.4,0.3,

0.3) 

(0.5,0.2,

0.3) 

(0.8,0.1,

0.1) 

(0.7,0.1,

0.2) 

(0.9,0.1,

0) 

(0.5,0.2,

0.3) 

(0.6,0.3,

0.1) 

(0.7,0.2,

0.1) 

(0.2,0.6,

0.2) 

(0,0.7,0.

3) 

(0.1,0.8,

0.1) 

C

2 

(0.8,0.1,

0.1) 

(0.9,0.1,

0) 

(0.6,0.2,

0.2) 

(0.7,0.2,

0.1) 

(0.6,0.1,

0.3) 

(0.5,0.2,

0.3) 

(0.1,0.7,

0.2) 

(0.2,0.7,

0.1) 

(0,0.6,0.

4) 

(0.6,0.2,

0.2) 

(0.8,0.1,

0.1) 

(0.7,0.3,

0) 

(0.7,0.1,

0.2) 

(0.8,0.1,

0.1) 

(0.6,0.1,

0.3) 

C

3 

(0.7,0.2,

0.1) 

(0.6,0.3,

0.1) 

(0.8,0.1,

0.1) 

(0.6,0.2,

0.2) 

(0.4,0.4,

0.2) 

(0.5,0.2,

0.3) 

(0.3,0.6,

0.1) 

(0.4,0.3,

0.3) 

((0.5,0.2,

0.3) 

(0.5,0.1,

0.4) 

(0.4,0.1,

0.5) 

(0.6,0.1,

0.3) 

(0.2,0.8,

0) 

(0.4,0.5,

0.1) 

(0.1,0.7,

0.2) 

Table 3: Proposed Similarity Measure Based On 

Tangent Function between Children & Diseases 

 
The proper diagnosis for the children is derived from the 

highest value of the similarity measure in table 3. We get the 

result that Child C1 suffers from Throat problem, Child C2 

suffers from Chickenpox, Child C3 suffers from Viral fever. 

VI. PATTERN RECOGNITION BY USING THE 

PROPOSED SIMILARITY MEASURE & RESULTS 

In this section, some testing patterns can be classified by 

employing the proposed similarity measure for IFMS. 

Example 6.1 

Let Pattern I, Pattern II be the two IFMS’s defined as  

Pattern I = {〈 A1: (0.4,0.3), (0.5,0.4) 〉 , 〈 A2: (0.6,0.4), 

(0.5,0.5) 〉, 〈 A3: (0.5,0.2), (0.3,0.4) 〉, 〈  
 A4 : (0.3,0.1), (0.3,0.1) 〉, 〈 A5: (0.3,0.2), (0.2,0.2) 〉},  

Pattern II = { 〈 A2: (0.6,0.4), (0.5,0.5) 〉 , 〈 A5: (0.3,0.2), 

(0.2,0.2) 〉, 〈 A7: (0.5,0.3), (0.6,0.2) 〉, 〈  
 A8 : (0.7,0.1), (0.1,0.1) 〉, 〈 A9: (0.8,0.2), (0.7,0.1) 〉} 

The testing Pattern III is the IFMS defined as  

Pattern III = {〈 A6: (0.6,0.2), (0.3,0.4) 〉 , 〈 A7: (0.5,0.3), 

(0.6,0.2) 〉, 〈 A8: (0.7,0.1), (0.1,0.1) 〉, 〈  
 A9 : (0.8,0.2), (0.7,0.1) 〉, 〈 A10: (0,0.7), (0.1,0.6) 〉} 

Here the cardinality   =5 as  CM(Pattern I)  =   

CN(Pattern I)  = 5,   CM(Pattern II)  =   CN(Pattern II)  

= 5, CM(Pattern III)  =   CN(Pattern III)  = 5 

 The proposed similarity measure between Pattern I and 

Pattern III is 0.8893. 

The proposed similarity measure between Pattern II and 

Pattern III is 0.8561. 

Hence the testing Pattern III belongs to Pattern I. 

Example 6.2 

Let X = {A1,A2,……An} be a non empty set. Let the 

patterns A={A1,A2}, B={A4,A5}, C = {A1,A8}, D = 

{A3,A6}, E = {A1,A5} be the IFMSs defined as 

A = { 〈 A1: (0.1,0.2) 〉, 〈 A2: (0.1,0.3) 〉 } 

B = { 〈 A4: (0.3,0.3) 〉, 〈 A5: (0.2,0.3) 〉 }  

C = { 〈 A1: (0.1,0.2) 〉, 〈 A8: (0,0.2) 〉 }  

D = { 〈 A3: (0.3,0.2) 〉, 〈 A6: (0.1,0.1) 〉 } 

E = { 〈 A1: (0.1,0.2) 〉, 〈 A5: (0.2,0.3) 〉 }  

And the testing pattern Y = {〈 A6: (0.1,0.1) 〉, 〈 A8: (0,0.2) 〉 
}  

Here the cardinality   =2 . 

By the proposed similarity measure, TIFMS(A,Y) = 0.9607, 

TIFMS(B,Y) = 0.9081, TIFMS(C,Y) = 0.9869, TIFMS(D,Y) = 

0.9344, TIFMS(E,Y) = 0.9476.  

Hence the testing Pattern Y belongs to Pattern C. 

Example 6.3 

Let X = { A1,A2,……An} be a non empty set. Let the 

patterns A={A1,A2}, B={A3,A4}, C = {A5,A6} be the 

IFMS’s defined as 

 A = { 〈 A1: (0.4,0.3,0.3), (0.5,0.3,0.2) 〉, 〈 A2: (0.6,0.2,0.2), 

(0.4,0.2,0.4) 〉 } 

B = { 〈 A3: (0.7,0.1,0.2), (0.6,0.3,0.1) 〉, 〈 A4: (0.5,0.2,0.3), 

(0.6,0.2,0.2) 〉 } 

C = { 〈 A5: (0.3,0.6,0.1), (0.2,0.4,0.4) 〉, 〈 A6: (0.7,0.2,0.1), 

(0.5,0.4,0.1) 〉 } 

The testing pattern D is 〈 A1: (0.4,0.3,0.3), (0.5,0.3,0.2) 〉, 〈 
A6: (0.7,0.2,0.1), (0.5,0.4,0.1) 〉 } 

Here the cardinality   = 2 and number of elements n = 2. 

By the proposed similarity measure, TIFMS(A,D) = 0.9473, 

TIFMS(B,D) = 0.8948, TIFMS(C,D)=0.9208 

Hence the testing pattern D belongs to pattern A. 
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