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Abstract: Unsolicited visual data is undesirable in any form. 

The art of hiding malicious content in images and adding 

them as attachments to electronic mails has become a 

popular nuisance. In recent years, attackers have 

developed various new techniques to evade traditional 

spam classification systems. Text-based spam classification 

has been in focus for a long time and, researchers have 

successfully created a prodigal system for identifying spam 

text in electronic mails using Optical Character 

Recognition technology. In the last decade, extensive work 

has been performed to tackle image spam but with 

unsatisfactory results.  Various algorithms and data 

augmentation techniques are used today to develop an 

optimal model for image spam recognition. Many of these 

proposed systems come close to the ideal system but do not 

provide 100 percent accuracy. This paper highlights the 

role of three popular techniques in image spam filtering. 

We discuss the importance and application of Optical 

Character Recognition, Support Vector Machines and, 

Artificial Neural Networks in unsolicited visual data 

filtering. This paper sheds light on the algorithms of these 

techniques. We provide a comparison of their accuracy, 

which helps us draw useful insights for developing a 

robust unsolicited visual data classification system. This 

paper aims to bring clarity regarding the feasibility of 

using these techniques to develop an unsolicited visual 

data filtering system. This paper records that the most 

favourable results are obtained using Artificial Neural 

Networks. 

 

 Index Terms: Artificial Neural Networks, Data Augmentation, 

Optical Character Recognition, Support Vector Machines 

 

I. INTRODUCTION 

  Unsolicited visual data refers to unwanted images and 

videos content shared as electronic mail attachments. These 

files generally contain spam content used to influence, sell 

or promote an idea. At times, these emails contain malware 

attachments that can compromise the security of an 

individual.Wasted bandwidth, choked memory space, and 

utter annoyance are some of the reasons which increase the 

irritation associated with image spam. Typical spam 

classification systems fail to detect such spam content in 

image form. Spammers have developed a new craft of  

sending broken images as email attachments. 
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Adding subconscious messages in the frames of an animated 

Graphics Interchange Format (GIF) is another popular 

practice. Novice systems designed as anti-spam undoubtedly 

fail to classify these images.  

 

Spam attackers actively strive to develop new methods to 

sabotage the efficiency of anti-spam systems. They deploy 

many disguises [1] such as multi-frame animated GIFs, 

hand-written images, geometric variance, and noisy images. 

The latest trends in visual data spamming are forge-header 

information, cartoon recolouring, forge-sender information, 

template-driven, patchy font and randomization. The major 

obstacle faced by amateur classification systems is the lack 

of diverse datasets which can help train models to 

effectively classify spam images and videos. 

 

Our paper is a comprehensive study on unsolicited visual 

data filtering and its techniques. Firstly, we focus on Optical 

Character Recognition (OCR), Artificial Neural Network 

(ANN) and Support Vector Machines (SVM) techniques 

used to classify unsolicited visual data by providing a brief 

about their working and algorithms. We tabulate the results 

by highlighting the distinction between approaches and their 

accuracy. We also use various visual stimuli to represent the 

working of each technique adequately. 

 

The paper is structured as follows: Section II introduces 

a diagrammatic representation of the system architecture of a 

generic anti-spam filter model and Section III presents an 

outline of the three techniques popularly used in anti-spam 

systems- Optical Character Recognition, fabricated Artificial 

Neural Network and Support Vector Machines. Lastly, we 

focus on results and discussions.  

 

II. SYSTEM ARCHITECTURE 

 As shown in figure 1, we represent the concept of 

operations involved in an anti-spam system. We aim to 

visualize the working of various physical and logical 

components involved by providing a high-level view of the 

system. There exists a database that stores multiple files 

which act as input to the filter model.  

 

 The input is transformed to meet the requirements of the 

classification system. Most of these systems run on a cloud 

and provide an output- the nature of the image.  
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Fig 1.  System Architecture of an anti-spam system 

 

 In the next section, we give a brief description of the 

various categories of spam. Following that, we elaborate and 

give an overview of OCR, ANN and SVM techniques. 

III.  CLASSIFICATION TECHNIQUES 

 According to [2], spam accounts for 60% of all inbound 

electronic mail exchanges. Spam attackers deploy new 

approaches to transfer malicious content over the internet. 

Some of the classes of spam [3] are randomization, 

colouring, wild backgrounds, text only, and broken images 

[4]. Spam advertisements are a famous means of hype for 

sales marketers. The aim of the spam classification is to 

distinguish between spam image and useful image. Spam 

attachments spread information through advertisements of 

products. They [5], often include messages of financial, 

adult, political or spiritual nature. The spam text embedded 

in the images cannot be detected using simple OCR 

classifiers. Hence, a need arises to develop a robust system 

which can handle all spam types efficiently. 

 In this section, we discuss in detail about unsolicited 

visual data classification techniques. We begin by describing 

the Optical Character Recognition Technique [6] used to 

detect the optical patterns in visual data. Next, we give 

information on neural networks and highlight the key 

features of an artificial neural network. In the end, we 

summarize the SVM classification technique and its 

algorithm. 

A.  Optical Character Recognition 

Optical Character Recognition [7] is used to detect 

optical patterns obtainable from a digital image. It is the 

machine-driven or auto electronic conversion of scanned 

images of in writing, typewritten or printed text into 

machine text. It is a three-stage process. Firstly, the image 

undergoes segmentation. Then features are extracted from an 

image. At last, image classification occurs. This technique 

allows us to transform text caught in a digital image into 

editable document format. An OCR engine observes all 

characters present in an image from the available classes. It 

gives near accurate results for text-based spam classification. 

The accuracy and efficiency of optical character recognition 

are not reliable as it cannot identify images concealed by 

CAPTCHA [8]. Moreover, the technique is expensive to 

compute. It does not handle a large database well. 

Optical Character Recognition [9] is useful for 

unsolicited visual data classification of text-only images. It 

can identify characters written in a digital image. In [10], the 

author uses pattern recognition in combination with  Optical 

Character Recognition technology to detect spam images 

sent over the email. The model developed is an improved 

approach to traditional Optical Character Recognition 

technology. Many authors [11] have explored the domain of 

detecting image spam using Optical Character Recognition 

technology by creating an engine that recognizes a certain 

set of words frequently occurring in the image. The accuracy 

of such models is respectable, but these systems fail to 

observe noisy or broken images efficiently. Furthermore, 

there are not enough datasets available to train a model to its 

full potential. 

 

Fig 2. Optical Character Recognition Sequence 

As shown in figure 2, we elaborate on the working 

sequence of an OCR system. We depict all the stages,  

 

starting with an initial input image and ending with the 

final output text. Next, we discuss the use of Artificial 

Neural Networks in 

unsolicited visual data 

classification. We provide the 
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algorithmic framework for using such networks for model 

training.      

B.  Artificial Neural Network 

An artificial neural network [12] is a shred of the vast 

artificial intelligence system. It consists of fundamental 

processing units called neurons.  This network replicates the 

working of the human nervous system. Artificial neural 

network imitates the activity of neurons in the human brain. 

Every neuron is capable of training and testing, that is each 

neuron can be taught to deliver an output. Multiple neurons 

commit and form a single neural network layer. Their 

sequence forms an artificial neural network. 

 

Fig 3. Artificial Neural Network Framework 

In [13], the author uses an optimized approach for image 

spam filtering. They use data augmentation to improve the 

quality and quantity of the data sample. They discuss 

techniques using Adam as a network optimizer and weighted 

discriminative spatial pyramid for feature extraction.  They 

make use of the Convolutional Neural Network (CNN) 

architecture of Artificial Neural Network. Their CNN model 

provides genuinely accurate results on the improved dataset. 

Artificial Neural Network is a non-parametric classifier with 

high computing efficiency, but the network training time and 

overfitting risks are high. According to [14],  there is only 

one critical difference between a traditional Artificial Neural 

Network and Convolutional Neural Network. A 

Convolutional Neural Network has a fully connected last 

layer, on the other hand, an Artificial Neural Network has 

each neuron connected to every other neuron. 

As shown in figure 3, we explain the framework on 

which Artificial Neural Network works. We describe the 

sequential process with a sufficient description of every 

process step.  In the next section, we discuss the benefit of 

using Support Vector Machines for unsolicited visual data 

classification. 

      C.  Support Vector Machine 

Support Vector Machines use hyperplanes or a set of 

hyperplanes to classify data when image data is in more 

quantity or infinite dimensions. It is a binary classifier and, 

separates two classes with the help of a linear boundary. A 

good classification observes that the nearest training point of 

any class holds the farthest reach from a particular 

hyperplane. Support vector machines [15-16]  impartially 

optimize the use of training data. 

 

Fig 4. Algorithm of Support Vector Machines 

 

As shown in figure 4, we illustrate the various steps 

involved in an algorithm of SVM classification process. The 

performance and accuracy of the support vector machines 

are affected by kernel parameter and hyperplane selection. 

The performance and accuracy do not get influenced by 

prior assumptions made on the unsupervised data. Support 

Vector Machines are used for non-parametric classification 

as they can manage large input data efficiently. They can 

efficiently achieve generalization. Overfitting is rectified. It 

is difficult to accurately define the optimal parameters 

required for support vector machines [19,20] owing to the 

high complexity of the algorithm.  

 

 

Moreover, training takes time and, the output 

transparency remains low. In the next section, we highlight 

the results and discuss the 

feasibility of each technique.  
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IV. RESULTS AND DISCUSSIONS 

The papers [19-23] present the various approaches which 

are applied to classify an image as useful or useless. In [24], 

the author uses low-level features and the OCR technique 

using SVM classifier to obtain 95 per cent accuracy. In [25], 

the author provides a literature review of OCR techniques 

and their limitations. In [26], the author highlights the 

potential of Artificial Neural Networks in recognising image 

spam. In [27], nearly 98 per cent accuracy is obtained using 

Backpropagation Neural Networks.  

Next, we discuss the performance of different filter 

models built on distinct techniques. We tabulate the 

accuracy obtained for these systems and represent the 

performance of various sets of classifiers. 

    Table 1: Accuracy of Techniques 

Reference 

Number 

Classifier Performance Dataset 

28 SVM 84% Spam 

Archive and 

Ling Spam 

Images 

29 SVM 96% Spam 

Archive 

Princeton, 

dataset by 

Dredze et 

al, personal 

ham dataset 

30 OCR 91% Personal 

Dataset 

31 OCR 95% Personal 

Dataset 

32 ANN 97.89% Personal 

Corpus 

33 ANN 94.30% Personal 

Corpus 

 

As shown in Table 1, we present a summarization of 

classifier-type, performance and, dataset Using [28-33] 

papers. We observe that the performance of ANN is better 

than others. We understand that improving the quality of 

datasets provides better accuracy. 

V. CONCLUSION 

In conclusion, an Artificial Neural Network helps to 

build a robust system for unsolicited visual data detection. 

This paper discusses three popular machine learning 

techniques - Optical Character Recognition, Support Vector 

Machines and Artificial Neural Network. We examine the 

use of these techniques in classifying unsolicited visual data 

and discover that the accuracy of ANN is the highest at 

nearly 98 per cent. We have observed that ANN is a non- 

parametric classifier depending on the training data for 

learning. Also, its accuracy varies depending upon the input 

and network structure. It is self-adaptive and capable of 

efficiently dealing with noisy inputs. Hence, this paper 

observes the benefits of ANN,  as it yields high computing 

efficiency and presents many key characteristics. 
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