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    Abstract: An Intrusion Detection System (IDS) is a system, that 

checks the network or data for abnormal actions and when such 

activity is discovered it issues an alert. Numerous IDS techniques 

are in use these days but one major problem with all of them is 

their performance. Various works have been done on this issue 

using support vector machine and multilayer perceptron. 

Supervised learning models such as support vector machines with 

related learning algorithms are used to analyze the data which is 

used for regression analysis and also classification. The IDS is 

used in analyzing big data as there is huge traffic which has to be 

analyzed to check for suspicious activities, and also be successful 

in doing so. Hence, an efficient and fast classification algorithm is 

required. Machine learning techniques such as neural networks 

and extreme machine learning are used. Both of these techniques 

are highly regarded and are considered one of the best techniques. 

Extreme learning machines are feed forward neural networks 

which have one hidden layer and no back propagation used for 

classification. Once the intrusion is detected using IDS through 

ELM then we are also going to detect the type of intrusion using 

the Random Forest Technique (Multi class classification) 

efficiently with a higher rate of accuracy and precision. The 

NSL_KDD dataset which is very well-known used for the training 

as well as testing of these IDS algorithms. This work determines 

that compared to artificial neural network and logistic regression 

extreme learning machines provide a much better rate of 

intrusion detection, which is 93.96% and is also proven to be more 

efficient in terms of execution time of 38 seconds. 

Index Terms: Artificial Neural Network, Extreme Learning 

Machine, Logistic Regression, False Alarms, Intrusion 

Detection System 

I. INTRODUCTION 

  There is an ever growing demand of a vigorous security 

to be implied upon the developing technology. Despite the 

increase in demand of network security, the current existing 

solutions are still inadequate in fully securing the computer 

networks and internet applications against the ever-advancing 

threats from hackers in the form of cyber-attacks such as DOS 

attacks and many more [1]. Creating more advanced and 

adaptive IDS which are very fast and efficient is more 

important now than ever before. The old security techniques 

like user authentication, data encryption and firewall are not 

sufficient anymore in front of the advanced intrusion attacks 

faced these days. Hence, a strong security defense line is the 

need of the hour, such as Intrusion Detection System (IDS). 
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An Intrusion Detection System (IDS) is a software application 

that screens a network or systems for malevolent activity or 

policy destructions. The IDS types range in scope from large 

grids to even single computers. NIDS and HIDS (network 

intrusion detection systems and host based intrusion detection 

systems) are the most common groupings in IDS [9]. HIDS is 

an example of a system that aims to screen important OS files 

whereas NIDS is a system that keeps an eye on the incoming 

traffic of a system [2]. Intrusion is very important problem in 

security and it is one of the main issues of security breach. 

Even a tiny breach can lead to loss of large amount of data 

from network systems and computers in matter of seconds. 

Even system hardware can be damaged as a cause of 

intrusion. Furthermore, intrusion can also lead to huge capital 

losses and thereby can also be used as a major weapon in 

cyber war. Hence we can say that intrusion detection is very 

crucial and avoiding it is mandatory. We have a lot of various 

options for choosing intrusion detection systems but the main 

problem lies in how accurate they are; which depends on 

correct detection and also the rate of false alarm generated. 

This problem on accuracy needs to be checked so that false 

alarms can be reduced and the detection rate can be increased. 

This idea was the drive for this research. Thus, Logistic 

Regression (LR), Artificial Neural Network (ANN), and 

Extreme Learning Machine (ELM) are applied in this work; 

these methods have been used to show comparison among the 

various methods of classification. All the various IDS are 

validated on the same dataset known as the KDD [6]. This 

paper used the ‘NSL knowledge discovery and data mining 

(KDD) dataset’, which can be called a more efficient version 

of the KDD dataset and clearly sets a benchmark for the other 

various datasets. The background and related work are 

discussed in section II. In the proposed model of intrusion 

detection system, deep learning and machine learning 

techniques are applied which are explained in section III. The 

results are discussed in section IV. This paper is concluded in 

section V with references. 

II. RELATED WORK 

It is important for organizations to secure computer 

information and network details, because compromised 

information can cause a lot of damage. This is the reason why 

grave importance is given to intrusion detection system. 

Recently a lot of algorithms are proposed to be applied on the 

KDD99 dataset. This dataset could altogether lead to 

accuracies as high as 98.3%, but the dataset contains various 

limitations such as minimum test data. 

The NSL-KDD dataset is the better version of the KDD 

cup99 data set [5]. There have 

been a lot of researches under 

various domains approved by 

different researchers on the 
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NSL-KDD dataset employing a lot of tools and practices with 

the universal goal of improving the intrusion detection 

system. There is a detailed analysis which was done on the 

NSLKDD dataset using the WEKA tool which uses many 

machine learning techniques. There was a comparison made 

between the NSLKDD dataset and its previous version the 

KDDCUP99 dataset using the ‘Self Organization Map 

(SOM) Artificial Neural Network’, there was an analysis 

which was conducted for the comparison of KDD99, 

Gure-KDD and NSLKDD. 

This analysis used a lot of deep learning and data mining 

techniques such as Support Vector Machine (SVM), 

K-nearest neighbor, Decision Tree, K-Means and other 

algorithms. Mohammed A. Ambusaidi et. al. [6] presented the 

concept of Building an Intrusion Detection System using 

Filter-based Feature Selection algorithm. They presented 

mutual information based feature selection algorithm. They 

achieved 92% accuracy in LSSVM based algorithm trained 

and tested on KDD Cup-99 dataset. Yu Su et. al. [3] proposed 

Learning Automata based feature selection for NIDS. 

Learning Automaton (LA) method is a decision maker with 

adaptive nature. It was designed to learn the behavior of 

biological tissues. It constantly interacts with external 

environment in order to learn stochastic behavior and 

maximize benefits. They have used learning automata based 

algorithms and achieved accuracy 80% to 90% for each.  

Experiment method on KDD data set was giving 94.32 

percent accuracy with false positive rate of 0.7. 

 So many IDS has been proposed using ensemble learning. 

Akhilesh Kumar et. al. [11] developed an ensemble model 

which is based on the two classifiers Artificial Neural 

Network (ANN) and Bayesian Net, and they combined it 

using Gain Ratio with Feature Selection Technique. 

III. PROPOSED METHODOLOGY 

The main phases of our system which each have its own 

importance are shown below. Namely, the phases are – 

dataset, pre-processing, classification, and final evaluation. 

A. NSL-KDD Dataset 

The NSL-KDD data is used here which can be called a 

more efficient version of the KDD99 dataset [7]. There have 

been a lot of researches under various domains approved by 

different researchers on the NSL-KDD dataset employing a 

lot of tools and practices with the universal goal of improving 

the intrusion detection system. There is a detailed analysis 

which was done on the NSLKDD dataset using the WEKA 

tool which uses many machine learning techniques [10]. 

KDD99 has a lot of limitations which has been revealed by 

a lot of studies and hampered a lot of intrusion detection 

systems. The NSL-KDD data is used here which can be 

called a more efficient version of the KDD99 dataset. There 

are files about important and complete entries of this dataset 

available on the internet for the users to use. 

 The records which are repetitive are removed. This will 

lead the classifiers to give impartial results. 

 This data set contains various test and training data 

which enables us to perform experiments with more accuracy. 

 The percentage of records in the original KDD data set is 

inversely proportional to amount of selected records from 

each difficult level group. In each record there are forty one 

attributes. These attributes describe the various features of the 

flow and a tag given to all either as ‘intrusion’ or as “normal”. 

 

Fig. 1: Proposed Methodology for IDS 

B. Preprocessing 

 The original data which was available consists of 42 

features. Few features which were dependant on some other 

feature were rejected, to avoid over fitting the model. 

 

 Further, the dataset consisted of readings in the 

form-‘normal’ and ‘anomaly’ which were encoded into 0,1 

 

 To reduce variance and standardize the data scikit 

pre-processing library was used to normalize the data. 

 

 Further the data was split into a 0.2 test and remaining 

training set. 

C. Classification 

1) Classification using Logistic Regression 

Logistic Regression is a statistical method for analyzing a 

dataset with one or more independent variables that 

determines a result [5]. The output of logistic regression can 

be measured using execution time and F1 score. 
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Table I: NSL-KDD Dataset 

 

 

 

 

 

 
 

Fig. 2: Histogram of Predicted Probabilities 

 

Table II: Result of Logistic Regression 

Resultant F1 score 0.9498782018159002 

  Resultant 
confusion matrix TP=54807, FP=3084 

TN=2986 , FN=9014 

Required time of 
execution 

28.48 econds 

 

2) Classification using Artificial Neural Network 

An Artificial Neural Network is basically a network of 

simple nodes called artificial neurons, which receive input, 

modify their internal state (activation) in terms of weights 

according to that input, and produce output conditional on the 

input and activation function applied. 

 
 

Fig. 3: Artificial Neural Network 

 

 The presented model was trained on our chosen dataset. 

The model contains two hidden layers to perform the network 

analysis.  

 The activation function for training the hidden layers 

was the rectifier function and to train the output layer the 

sigmoid activation function 

was used. 
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Fig. 4: Graph of Sigmoid and ReLU 

In Figure 5, the graph depicts how the accuracy of the 

model increases proportionally with the number of epochs. 

 

In Figure 5, the graph depicts how the accuracy of the 

model increases proportionally with the number of epochs. 

 

Table III: Result of ANN 

Resultant F1 score 0.7801627142115284 

  Resultant 
confusion matrix TP=8449, FP=4383 

TN=697 , FN=9014 

Required time of 
execution 

13 seconds per epoch 

 

 

 
             Figure 5: Accuracy vs. Number of Epochs 

 

3) Classification using Extreme Learning Machine 

The Extreme Learning Machine (ELM) is a specific kind 

of machine learning system in which a single layer or multiple 

layers apply. The ELM includes numbers of hidden neurons 

where the input weights are allotted randomly. Extreme 

learning machines use the random projection and early 

perceptron models to do detail problem-solving. 

 

In theory, the Extreme Learning Machine algorithm (ELM) 

has extremely fast learning speed and also provides great 

performance results. Unlike most conventional NN learning 

algorithms, the ELM does not use a gradient-based technique 

[14]. In this method, all the parameters are tuned once. This 

algorithm does not need iterative training. 

 

 

 
Fig. 6: Extreme Learning Machine 

 

 

 
Fig. 7: Architecture of Extreme Learning Machine 

ELM algorithm is one of the simple and best 

implementation algorithms. Also the ELM algorithm has 

great results with minimum computational time [15]. 

4) ELM implementation steps 

 Generate the weights matrix W for the input layer using 

random numbers 

 Calculate the output matrix and need to activate the 

output matrix. Then any desired activation function has to be 

chosen 

                  H = W * X                  (1) 

 Calculate the Moore-Penrose pseudo-inverse 

 Calculate the output weight matrix beta 

 G
+
 = (G

T
 * G)

-1
 * G

T     
(2)

 

 Then the output matrix calculation is repeated for the 

testing dataset, creating a new H matrix. After that, the result 

matrix O is created by using the already known beta matrix 

      β = H
+ 

* T                    (3) 

      O = H * β                     (4) 

 The Soft Max algorithm is used to transform O matrix. 

Then matrix O is compared with matrix T using the Winner 

Takes All algorithm 

After applying all these 

steps to the pre-processed 

dataset, it is found that the 

https://en.wikipedia.org/wiki/Extreme_learning_machine
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ELM algorithm is showing the result as shown in table IV. 

Table IV: Result of ELM 

Resultant F1 score 0.9396825396825397 

Required time of 
execution 

38 seconds  

 

IV. RESULTS 

Results can be visualized clearly based on two major 

factors which are the time taken by an algorithm to execute 

and the accuracy of predicting the intrusion. 

The graph as shown in Figure 8 depicts the time taken by 

all the three algorithms on the NSL-KDD dataset. The graph 

clearly shows that ANN takes more time compared to ELM 

and logistic regression. 

 
Figure VIII: Comparison of Execution time of LR, 

ELM, and ANN 

The graph as shown in Figure 9 depicts the F1 score of all 

the three algorithms on the NSL-KDD dataset. It clearly 

shows that ELM produces best F1 score of 0.94 as compared 

to LR and ANN. 

 

 
Fig. 9: Comparison of F1 score of LR, ELM, and ANN 

V. CONCLUSION 

Logistic Regression is applied on the NSL-KDD data set 

and results an accuracy of 94% and it took 28.48 seconds time 

to complete its execution. As there is large number of 

features, this model is not suited. Then the Artificial Neural 

Network algorithm is applied on the NSL-KDD dataset and 

results an accuracy of 98% and it took 1300 seconds. 

As ANN takes much time to execute and due to large data 

size, it is also not that much suited for the intrusion detection 

system. 

Extreme Learning Machine algorithm is one of the most 

efficient machine learning algorithms in the field of neural 

networking. It works well on very large datasets. Because of 

the non-iterative training, initially all the parameters are 

tuned. This results the speed of training dataset. Its 

implementation is simple to understand, and it can be used to 

solve complex problems. 

Finally, ELM results 0.93 as F1 score and took 38 seconds 

to execute. So, this is the most suitable and favorable 

algorithm for Intrusion Detection System. 

The future works of this paper include multiclass 

classification using random forest. The various types of 

intrusion will be predicted along with the intrusion alert. This 

work will make current system as a multitasking Intrusion 

Detection System. 
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