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Abstract: Attention Deficit Hyperactivity Disorder (ADHD) is 

one of the most common mental-health disorders, affecting 

around 5%-10% of school-age children. This paper details about 

various methodologies for detecting and diagnosing the ADHD 

disease in patients using different soft computing and deep 

learning techniques. The limitations of advantages of each ADHD 

method were discussed in detail with its corresponding simulation 

results. The feature extraction method and its training with 

classification procedure for each conventional ADHD method 

were illustrated in detail. 

Keywords: ADHD, Disorder, Features, Classifications, 

Diagnosing. 

I. INTRODUCTION 

  Miguel Ángel Bautista et al. (2016) used gesture recognition 

methodology for detecting and identifying the natural 

behavioral functionalities of ADHD persons using the aid of 

embedded system. The authors applied dynamic time warping 

algorithm for the detection of gestures for specific patterns for 

ADHD recognition. Gaussian mixture models were 

constructed for each class of behavioral activities of ADHD 

persons for differentiating the normal functionalities with 

abnormal functions. The authors extracted Head Turning 

Behavioral Pattern Features from different set of functional 

behavior of the persons and they were classified using 

dynamic time warping algorithm. The performance of this 

proposed methodology was analyzed with respect to random 

mean and error function for different set of classes. Fig.1 

shows the ADHD recognition using gesture system. 

Liang zou et al. (2017) detected and identified ADHD 

activities of the patients using deep learning algorithms such 

as Convolution Neural Networks (CNN). The features were 

extracted from the MRI image and then they are classified 

with SOFTMAX classier. The max pooling algorithm was 

used in CNN classification architecture for maximizing the 

classification rate of the ADHD disease detection system. The 

authors achieved 69.15% of average classification accuracy 

for ADHD detection in patients using this CNN classification 

algorithm. The authors tested their propose ADHD detection 

algorithm on 239 persons MRI dataset and achieved this 

classification accuracy. Fig.2 shows the proposed ADHD 

detection system using CNN and SOFTMAX classification 

approach. 
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Figure: 1 ADHD Recognition Using Gesture System 

 

 

 
Figure: 2 ADHD Detection System Using CNN & 

SOFTMAX Classification Approach 

 

II. SURVEY ON DECOMPOSITION AND 

CLASSIFICATION METHODS FOR ADHD 

DETECTION 

Sudha et al. (2017) used Modified Dual Tree Complex 

Wavelet Transform (MDTCWT) method for identifying the 

gait pattern of ADHD children’s. The authors used 

background subtraction algorithm for subtracting the 

foreground object from 

background object for 

identifying the behavior of the 

children’s. Then, the 

variations in pixel by pixel 

Attention Deficit Hyperactivity Disorder (Adhd) 

Detection Methods 

M. SHERIFF, R. GAYATHRI 

Training 

Sample 

SOFTMAX 

classifier 

Classification  

Preprocessing 

Feature 

Extraction 

Preprocessing Test 

Sample 

Feature 

Extraction 

CNN 

CNN 

Gesture 

Sample 

Classification 

Algorithm  

Construction 

of Gaussian 

Mixture 

Model 

Extract 

Head 

Feature Set 

Classificatio

n Result  

mailto:rabiya_s08@yahoo.com


ATTENTION DEFICIT HYPERACTIVITY DISORDER (ADHD) DETECTION METHODS 

243 

Published By: 

Blue Eyes Intelligence Engineering & 

Sciences Publication  

Retrieval Number: B10500682S519/2019©BEIESP 

DOI: 10.35940/ijrte.B1050.0782S519 

with respect to its surrounding pixel; variations were analyzed 

for detecting the gait of different functional activities of the 

ADHD patients. The authors achieved 82% of classification 

rate for their proposed gait classification methodology for 

ADHD patients. Fig. 3 shows the Gait classification using 

Modified Dual Tree Complex Wavelet Transform 

(MDTCWT) method. 

 

 
 

Figure: 3 Gait Classification Using Modified Dual Tree 

Complex Wavelet Transform (MDTCWT) Method 

 

Alaa Eddin Alchalabi et al. (2018) used Radial Basis Function 

Support Vector Machine (SVM) classification algorithm for 

classifying the functional activities of ADHD persons. The 

authors obtained 98.62% of average classification accuracy 

on their proposed methodology on EEG signals of the 

different patients. This classification accuracy was obtained 

by testing their proposed method on EEG signals when the 

game was applied on the patients.  

Fivefold cross validation method was applied on the 

classification results to validate the classification results of 

the proposed ADHD detection method. The authors obtained 

average precision of 64% and an average recall rate of 60% 

for different set of sample tests. Fig.4 shows the ADHD 

detection using Radial Basis Function Support Vector 

Machine (SVM) classification approach. 

 

 
 

Figure: 4 ADHD detection using Radial Basis Function 

Support Vector Machine (SVM) Classification Approach 

III. SURVEY ON FEATURE EXTRACTION 

METHODS FOR ADHD DETECTION 

Gulay CICEK et al. (2018) used Local and Global Features 

for differentiating the functional behavior and activities of the 

ADHD persons with normal persons. In this work, MRI 

images from different 26 persons under different criteria were 

collected and the proposed method was applied on these 

collected MRI images to validate the effectiveness of the 

proposed ADHD method. The author’s derived shape and 

texture features from the different regions from MRI images 

and these features were classified using k-nearest 

neighborhood algorithm (KNN) and naive Bayes 

classification approaches.  

The authors additionally included Grey Level Co-occurrence 

matrix (GLCM) feature set with the existing global feature set 

in order to maximize the classification rate of the proposed 

ADHD detection system. Finally, fivefold cross validation 

method was applied on the results to validate the effectiveness 

of the proposed method. The proposed method stated in this 

paper reaches 100 % of average classification accuracy when 

the extracted features from the MRI image can be integrated 

into single feature vector. Fig. 5 shows the ADHD detection 

method using k-nearest neighbor’s algorithm (KNN) and 

naive Bayes classification approach. 

 

 
 

Figure: 5 ADHD detection Method Using K-Nearest 

Neighbor’s Algorithm (KNN) and Naive Bayes 

Classification Approach. 

 

Eloyan et al. (2012) used MRI imaging techniques to detect 

and diagnose the ADHD disorders in the persons. The authors 

obtained 68.5%bof average classification accuracy on the real 

time data sets. Fivefold cross validation method was applied 

on the test MRI images in order to validate the achieved 

results. 

Matthew et al. (2012) also used MRI imaging methods for 

identifying the functional activities of the ADHD patients 

with respect to the normal persons. The authors obtained 

72.1%bof average classification accuracy on the real time 

data sets. Fivefold cross validation method was applied on the 

test MRI images in order to validate the achieved results. 

Table.1 shows the 

comparisons of ADHD 

detection methods with 

respect to classification 

accuracy. From Table 1, it is 
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clear that the method Sudha et al. (2017) using Modified Dual 

Tree Complex Wavelet Transform (MDTCWT) obtained 

82% of classification accuracy and Gulay CICEK et al. 

(2018) using Radial Basis Function Support Vector Machine 

(SVM) classification approach obtained 100% of 

classification accuracy for ADHD detections. 

 

Table:1 Comparisons of ADHD Detection Methods with 

Respect to Classification Accuracy 

 

Authors Methodologies 

Classificatio

n accuracy 

 (%) 

Miguel 

Ángel 

Bautista et 

al. (2016) 

Head Turning Behavioral 

Pattern Features 
61.7 

Liang zou et 

al. (2017) 

Convolutional Neural 

Networks (CNN) 
69.15 

Sudha et al. 

(2017) 

Modified Dual Tree 

Complex Wavelet 

Transform (MDTCWT) 

82 

Alaa Eddin 

Alchalabi et 

al. (2018) 

 

Modified Dual Tree 

Complex Wavelet 

Transform (MDTCWT) 

method 

 

60 

Gulay 

CICEK et al. 

(2018) 

Radial Basis Function 

Support Vector Machine 

(SVM) classification 

approach 

100 

Eloyan et al. 

(2012) 
MRI Imaging method 

68.5 

 

Matthew et 

al. (2012) 
MRI Imaging method 

72.1 

 

 

Fig. 6 illustrates the graphical comparisons of ADHD 

detection methods with respect to classification accuracy. 

 
Figure: 6  Graphical Comparisons of ADHD Detection 

Methods 

IV. CONCLUSIONS 

This paper details about various methodologies for 

detecting and diagnosing the ADHD disease in patients using 

different soft computing and deep learning techniques. The 

limitations of advantages of each ADHD method were 

discussed in detail with its corresponding simulation results. 

Sudha et al. (2017) using Modified Dual Tree Complex 

Wavelet Transform (MDTCWT) obtained 82% of 

classification accuracy and Gulay CICEK et al. (2018) using 

Radial Basis Function Support Vector Machine (SVM) 

classification approach obtained 100% of classification 

accuracy for ADHD detections. 
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