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
Abstract- Classification of license plates provides useful 

information regarding the nature of the vehicle, whether it is used 

for public transport, a privately-owned vehicle, an official vehicle, 

or a special vehicle. In the Philippines, the registration plates of 

vehicles are classified by colors. Colors such as red, green blue, 

black, yellow are used to identify what vehicle classification the 

plate belongs to. The information is useful to applications in 

statistics and transport regulation. This paper discusses a 

convolutional neural network based embedded system that runs 

on Raspberry Pi 3 Model B. The said system provides a process of 

classifying vehicles using plate detection using Convolutional 

Neural Networks and color thresholding of registration plates 

using the RGB color space. TensorFlow and OpenCV libraries 

were utilized for the detection and classification. 

 
Index Terms: Convolutional Neural Network, License plate 

detection, Raspberry Pi 3, vehicle classification.  

I. INTRODUCTION 

  Naming and color schemes are implemented to 

registration plates in the Philippines [1]. The old naming 

scheme of license plates is in the form LLL-DDD, where L 

stands for a letter and D stands for a digit.  The color scheme 

for public utility vehicles is black characters with a yellow 

background (or vice-versa), green and white for private 

vehicles, red and white for government vehicles and blue and 

white for diplomatic vehicles.  In 2013, the Land 

Transportation Office spearheaded the Plate Standardization 

Project, implementing a new format and design [2]. The new 

format includes a naming scheme LLL-DDDD. The color 

scheme is also changed for the private vehicles, making it 

black characters on white background as contrast to the green 

characters (or background). However, the old naming scheme 

is still existent and implemented. This paper discusses an 

embedded system running on Raspberry Pi 3’s Raspbian 

Stretch OS. The embedded system contains algorithms on 

registration plate detection using TensorFlow and color   

 

detection based on thresholding the color values of yellow, 

green, blue, red, and black on the BGR color space utilizing 
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Fig. 1. Sample registration plates from private vehicles  

 

Fig. 2. Sample registration plates from public utility 

vehicles 

  

Fig. 3. Sample registration plates from government 

vehicles 

 

Fig. 4. Sample diplomat plate 

Raspberry Pi 3 

The Raspberry Pi 3 Model B, also called RPi3, is a small 

single-board computer that is used in a wide variety of 

applications. Such applications include image processing and 

robotics. The use of the Raspbian Stretch OS provided better 

scalability and adequate support since this is an open source 

and is based on Linux. This has been used to provide a 

cost-effective approach in this study. A brief table of 

specifications for the Raspberry Pi 3 Model B is illustrated 

below. 

  

Vehicle Classification Through Detection and 

Color Segmentation of Registration Plates 

Running on Raspberry Pi 3 Model B 

Louielito Ferrolino, Allysa Kate Brillantes, Melvin Cabatuan, John Anthony Jose, Elmer Dadios 



VEHICLE CLASSIFICATION THROUGH DETECTION AND COLOR SEGMENTATION OF REGISTRATION 

PLATES RUNNING ON RASPBERRY PI 3 MODEL B 

 

1299 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: B10570882S819/2019©BEIESP 

DOI:10.35940/ijrte.B1057.0882S819    

SoC Broadcom BCM 2387 

CPU 1.2 GHz quad-core ARM Cortex A53 

Instruction Set ARMv8-A 

GPU 400 MHz Video Core IV 

RAM 1 GB LPDDR2-900 SDRAM 

Storage Micro-SD 

Ethernet 10/100 

Wireless 802.11n / Bluetooth 4.0 

Video /Output HDMI / Composite 

Audio Output HDMI / Headphone 

GPIO 40 

Table 1. Specifications of Raspberry Pi 3 Model B 

II. RELATED STUDIES 

Plate Detection  

Various techniques in plate detection have already been 

studied. Two fuzzy logic systems have been used to segment 

the license plates and extract its area [3,4]. The studies 

yielded an 85% and 94.84% correctness, respectively. Other 

Artificial Neural Network (ANN)-based techniques were 

used to detect the registration plate area and character 

segmentation [5, 6]. A comparative study of ANNs and 

SVMs were conducted and results showed that the majority 

of the experiments are in favor of ANNs [7]. A subset on 
ANNs is Convolutional Neural Networks (CNNs). CNNs 

class of deep, feed-forward (not recurrent) artificial neural 

networks that are applied to analyze visual imagery [8]. 

CNNs are generally important in the field of image 

processing, particularly in object detection [9]. This study 

concludes that CNNs are preferred in studies of moving 

object detection and tracking. Moreover, this study compared 

different frameworks, models and deep learning techniques. 

The paper also enunciated the importance of Graphical 

Processing Units (GPUs) in the training and testing phases of 

object detection. CNNs are particularly well suited to 

hardware implementations because of their regular structure 
and their low memory requirements for the weights [10]. 

Therefore, with this conclusion, CNN will be used in this 

study. 

In recent years, there has been a great interest in 

developing efficient CNN-based image detection methods. 

Some of the most utilized CNN-based systems are 

Region-based Convolutional Neural Networks(R-CNN), 

Region-based Fully Convolutional Networks(R-FCN), 

You-Only-Look-Once (YOLO), SingleShot Multibox 

Detector (SSD) and MobileNets. The original R-CNN 

proposes various locations, runs a neural network classifier 
on scaled test images, refines and rescore the boxes based on 

other objects the scene. Faster R-CNN and R-CNN systems 

both improved the RCNN method and reduces the 

computation of region proposal [11, 12]. Unlike the previous 

models, YOLO uses single neural network to predict 

bounding boxes and class probabilities directly from full 

images in one single run. The YOLO model is the first 

framework that processes images in real-time at 45 frames 

per second but has drawback in detecting small objects [12]. 

Like YOLO, SSD also uses a single deep neural network but 

it has better accuracy with a smaller input image size [13]. 

MobileNet bested models in terms of computational speed 
[14]. 

 

Color Detection 

Color detection has a wide variety of uses.  In image 

processing, this process is the first stage of various 

applications. The accuracy of detecting colors correctly plays 

an integral part of most applications in image and video 

processing [15,16]. OpenCV offers different color spaces for 

use in color segmentation [16,17,18]. This paper focuses on 
the RGB color space. An application of color detection has 

been studied by Yu et al [17,18]. The study involves the 

detection of traffic light during daytime and night time 

conditions using RGB color space. The experiment had 

favorable results. 

III. METHODOLOGY 

The system consists of three main components: Detection, 

Determination of the Region of Interest (ROI) and 

Classification. All license plates will be detected using 

TensorFlow, the regions of interest will be cropped and then 

be classified using different algorithms. A simple flowchart 

of the entire system is illustrated below. 

 

 
Fig 5. System Flowchart  

Plate Detection  

The first stage is the detection of the registration plates. 

TensorFlow Object Detection API was used because it offers 

open source framework with high accuracy pre-trained 

models.  The model used was SSD with MobileNet, where 

the meta architecture is SSD and the feature extractor type is 

MobileNet [13]. Based on experiments conducted by Howard 

et al[14], MobileNet showed strong performance compared 

to other popular models on ImageNet classifications with 

only fraction of computational complexity and model size. 

Due to computational constraints of RPi3, MobileNet is the 

best model to work with. The 36-second traffic video to be 

experimented was is an excerpt taken from a Closed Circuit 

Television (CCTV) camera located in Epifanio Delos Santos 

Avenue.  It is a recorded video from the CCTV camera whose 

resolution is 720p at 60 frames per second. It was resized to 

640 by 480 pixels at 25 frames per second for the experiment. 

Due to its low resolution, the corresponding areas of the 

registration plates are pixelated. The training and testing data 

consisted mostly of Philippine license plates images and few  
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frames from different traffic surveillance videos. A total of 

200 images were used. Ninety percent of the data collected 

was used as training sets and ten percent is used as test set.  

The images being were trained using the 

SSD-with-MobileNet Model with 3,000 steps. The trained 

model was tested using the plate detection algorithm. It is 

expected that the features of the license plate are extracted 

from the video manifested by a green bounding box. The first 

two hundred frames from the resulting video were extracted 

to test the precision and recall of the algorithm.  

 

 
 

Fig. 6. Plate Detection (from left to right: one bounding 

box detected-true positive, two bounding boxes 

detected-false positive, no bounding box detected-false 

negative). 

Region of Interest 

After the registration plates are detected and the features 

are extracted, they will be localized from the vehicle. The 

region of interest will come from the frames extracted from 

the detection algorithm. This procedure uses the image 

processing capability of the OpenCV library where the image 

is represented as a two-dimensional matrix of M rows by N 

columns. A pixel on one frame is defined by x and y, where x 

represents the horizontal coordinate and y represents the 

vertical coordinate of the pixel. Moreover, since the video is 

resized to 640 by 480 pixels, then each frame is represented 

by 480 rows and 640 columns. The upper left-most corner of 

the frame represents the first row and first column while the 

lower right-most represents the 480th row and the 640th 

column of the matrix. The license plate will only be 

processed to the classification algorithm if it satisfies two 

conditions. First, it will be processed if the frame has a 

bounding box in it. The coordinates of the four corners of the 

bounding boxes are acquired. Second, if the all the four 

corners of the bounding box are enclosed in the lower half 

area of the video, which means all the y-coordinates of all the 

ordered pairs of each corner of the bounded box is in the 

range of 241 to 480. This is to ensure that the region of 

interest is maximized and clear before it goes to the next 

phase. The figure below illustrates how the plate areas are 

extracted. The yellow shaded area is where the process of 

ROI determination takes place. 

 

 
Fig. 7. Original Frame 

 
Fig. 8. Captured Region of Interest 

Plate Classification 

The images will be processed using the thresholding 

algorithm of the RGB color space in the OpenCV library. 

With this, it is assumed that a certain BGR component is 

much larger than other color components on the RGB color 

space. A certain range of values are applied to mark color 

thresholds for Red, Blue, Yellow, Green and Black colors.  

The algorithm will then process the color detection by 

determining the highest value of white pixels in the image 

based on the different thresholds of color defined by a certain 

range in the BGR color space using binarization.  For 

example, if the count of white pixels taken from the yellow 

threshold is greater than the pixel count of the thresholds of 

the colors red, blue, green and black, the registration plate 

will be defined as a plate that is belonging to a public utility 

vehicle. 

Prior integrating the classification algorithm to the 

detection algorithm, it has been tested for accuracy. The data 

set came from the training set of the plate detection 

algorithm. It consists of 137 from private vehicles, 52 from 

public utility vehicles, 10 from government vehicles, and 1 

diplomatic plate. The figures below show an example of 

color thresholding to classify the vehicle. The plate being 

tested is WTQ-894. The image was taken during night time. 

The threshold for yellow, black, red, green and blue were 

calculated by getting the number of white pixels which came 

from the range of RGB values being set. 

 

 

 
Fig. 9. Original Test Image 

 

   

  
Fig. 10. Different Color Thresholds. First Row (left to 

right): Green, Blue, Yellow. Second Row (left to right): 

Red, Black 
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After testing the algorithm on sample license plates, it was 

tested on the detected images. The detected images are blurry 

and have a lot of noise. However, the algorithm was able to 

identify the colors accurately. Below is a sample image tested 

based on a frame extracted. 

 

 

 
 

Fig. 11. Plate Classification Test on one frame extracted. 

(from left to right: original cropped image, yellow 

threshold, green threshold, black threshold, red 

threshold, blue threshold.) 

IV. DISCUSSION AND  RESULTS 

Plate Detection 

The results were reviewed manually by going through each 

frame and counting the true positives, false negatives and 

false positives. One license plate can have only one bounding 
box associated with it. If several bounding boxes are 

predicted for the plate, only one is considered True Positive 

and the others are False Positive. A fully-visible plate without 

any predicted bounding boxes associated with it is considered 

a False Negative. The application is evaluated using the 

following evaluation metrics: precision, recall and F1-score. 

 

 
 

    
 

 
 

 

Upon reviewing 200 video frames from the first training 

experiment, there are 222 true positives, 39 false negatives 

and 140 false positives. The detection’s precision is 61.8%, 

recall is 85.05% and F1-score is 71.6%. 

 

 
PREDICTED 

No Yes 

ACTUAL 
No TN = 0 FP = 140 

Yes FN = 39 TP = 222 

Table 1. Confusion Matrix for Plate Detection 

 

To test if the model’s metrics can be increased, 100 frames 

with license plates that came from the video were added to 

the training data. The model was retrained using the new 

training data with 5,000 steps. This approach had 256 true 

positive, 20 false negatives and 37 false positives. The 

calculated precision is 87.37%, recall is 89.51% and F1-score 

is 88.42%. The false positives were eliminated by inputting 

still images in the model. This approach detected more plates 

that are not fully visible. 

 

 
PREDICTED 

No Yes 

ACTUAL 
No TN = 0 FP = 37 

Yes FN = 30 TP = 256 

Table 3. Confusion Matrix for Plate Detection with 

additional training 

 

Comparing the two experiments show that fine-tuning the 

model with more training data and more training steps yield 

more desirable results.  

Region of Interest 

The data from this phase is purely dependent on the output 

of the detection algorithm. The images were selected by 

determining the four corners of the bounding boxes that went 

through the lower half of each frame. Out of the 200 hundred 

frames, which represent the first 8 seconds of the video, there 

were fourteen unique license plates being detected. Eleven 

plates came from private vehicles and three plates from 

public transport vehicles. There is a noticeable repetition of 

car plates since extraction were done by subsequent frames. 

Plate Classification 

A confusion matrix was utilized to test the accuracy of the 

algorithm involving private vehicles. The procedure used the 

images from the original training and testing data set. It is 

calculated by getting the number of true positives and true 

negatives divided by the total number of images in the data 

set. True positives are those plates whose predicted and 

actual green and black thresholds are greatest. True negatives 

are those plates whose actual and predicted thresholds are 

blue, red and yellow. 

 

 
 

The results showed a total of 122 true positives, 15 false 

positives, 49 true negatives and 14 false negatives, giving an 

accuracy of 85.5%. The false positives and false negatives are 

those plates whose images are either blurry or shot in 

low-light conditions. 

 

Total Tested Plates: 200 
PREDICTED 

No Yes 

ACTUAL 
No TN = 49 FP = 15 

Yes FN = 14 TP = 122 

Table 4. Confusion Matrix for Plate Classification 

Testing using Images from the Training Set 

 

Out of the fourteen unique license plate plates detected 

from the frames, 12 plates were classified correctly, giving 

the algorithm an accuracy of 85.71%. This is because two of 

the detected images were only temporary license plates. The 

background of the license is not compliant to the standard  

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃 

𝑇𝑃 + 𝐹𝑃
  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃 

𝑇𝑃 + 𝐹𝑁
  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
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color scheme set by the government. This signifies one 

limitation of classifying vehicles using colors of the license 

plates. 

V. CONCLUSION AND RECOMMENDATION 

Using Raspberry Pi 3 over other proprietary counterparts 

gives it an edge when it comes to cost-effectiveness. Since 

this study utilized an open-source operating system, support 

will not be a problem. Also, the compact design of Raspberry 

Pi 3 makes it more efficient and provides better scalability. 

The approach of classifying a vehicle using the color of its 

registration plate is useful in statistics, especially in the 

applications on traffic laws and road safety. This provides a 

basic overview of what types of vehicles are concerned in a 

certain road situation. However, it has its own limitations. 

Temporary license plates might not be able to be classified 

correctly. Moreover, since the study is only based on the 

colors of license plates, it would only give an overview of the 

classification of a certain vehicle. Determination of the 

characters of the registration plates also provide more 

information of the nature of a certain vehicle, such as the 

place where the vehicle was registered. The fine-tuned SSD 

with MobileNet model worked reasonably well in detecting 

license plates in this study. Training with more data and 

iterations will make a big difference in the results. The 

license plate detection is more precise if still images were 

inputted to the architecture. Determining the region of 

interest is also a major concern in determining plate 

classification. The decision on when to get the region of 

should be strategically defined to get the image of the best 

quality for the next step. The decision of getting the region of 

interest on the lower part of the frames had been proven 

successful since the images are more readable and colors are 

more accurate on that area. Also, good quantitative metrics 

for color thresholding provide useful indication and high 

accuracy for registration plate classification. Correct ranges 

of the thresholds provided better and more accurate results. 

In future studies, a model with another architecture could 

be used to detect the license plate area. A challenge of this 

study is that the output image from the detection algorithm is 

relatively small in pixel count. This results to blurred images 

that might have affected the classification result. It is also 

therefore recommended to use high resolution and a 

high-speed camera in future studies to capture the frames 

with minimum distortion of the image. Also, pre-processing 

techniques, such as image enhancements, might be able to 

help attain more accurate plate detection and classification. 

The detected images can also be used to recognize the 

characters of the license plate, hence making it a complete 

embedded system for Philippine Vehicle Plate Recognition. 
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