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Multi-stage Interconnection networks
CLOS/BENES Parallel Routing Algorithms For
circuit switching system
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Abstract— This article approaches the design of parallel
routing Clos and Benes switching networks in Communication
Technology. In communication, the transmission of data with less
traffic and low latency are the biggest challenges. The
conventional packet switching circuits takes the more power and
high area to overcome this problem parallel routing algorithms
are proposed. Clos and Benes networks are designed for the
circuit switching systems where the switching configuration will
be rearranged and it’s relatively low speed. Most of the existing
parallel routing algorithms are not practical those are fail to
interconnects the inputs with the matched outputs with less traffic.
In this article, we designed Clos and Benes network. Clos and
Benes networks are the Non-blocking switching Networks. Clos
Switching network provides the better results like low area and
less delay when compare with the Benes Switching Network. Clos
and Benes non-blocking switching circuits are designed by
Verilog HDL, Synthesized and simulated by XILINX 12.1 tool.

Keywords: Clos Network, Benes Network, Non-blocking
switching networks, Parallel Routing Algorithm, Cross bar switch.

I. INTRODUCTION

In the past few years, communication technologies were
growing up rapidly because of their demands in
communication systems. Local area networks, metro Politian
area networks and wide area computer networks are
enormously deployed to interconnect computers throughout
the world. In the transmission, switching circuits plays a very
important role in the communication networks because
switching circuits changes the terminals of connections to
increase the utilization of more resources. Circuit switching
has the facility that directly connects the sender and receiver
in an unbroken path. In this technique, when connection is
fixed a dedicated path it’s exists in between the both ends
users sender and receiver until the connection is closed. The
Routing decisions must be taken when the connection is
started first but there are no decisions made after that
connection is fixed. Switching circuit is a method of
designing a communication network. In switching circuit,
during a connection the delay will be constant, , where packet
streams may changing and probably which provide the
long packet transfer delay. In which two network nodes
create a circuit through the network earlier than the nodes
communicate. The switching circuit arrangement with the
packet switching, the data is divided into packets and
independently transmitted through the network. Packet
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switching is the procedure of dividing the data and that data
to be transmitted into the smaller packets. Every packet is
arranged with the destination & series of the ordering related
packets and which needs a dedicated path to help the packet
and find its way to its destination. Every packet is
independently dispatched & each packet routed via a
different path. For example, N users are there in
communication system, instead of using fully connected
structure, a switching circuit facility will be sufficient for any
connection as per request, as shown in Figurel.
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Figurel: Request path through a switch

Il. MULTI STAGE INTERCONNECTION
NETWORKS

Multi stage interconnection networks (MSIN) are high
speed computer networks. MSIN’s are mainly designed with
the three elements those are processing elements (PE’s),
Memory elements (ME’s) and Switching Elements (SE’s).
MSIN’s are provide the high performance and low latency
interconnections. Multi stage inter connection networks are
mainly used for the high speed routing process and it can be
used as co-processor to the main processor those are cycle
shifting and sorting in a perfect shuffle network. The
interconnection networks are mainly used to connect the
codes in the connection or circuit. The interconnections are
change according to the topologies. There are two types of
topologies those are static and dynamic topologies. Static
interconnect is used in small networks and dynamic
interconnects are mainly used in the large networks. Multi
stage interconnection networks are formed by the multi
single stage connection networks. A single stage 8x8
connection network is shown in below figure2.
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Figure2: Single stage 8x8 Network

To complete interconnection network in MIN, either the
switches are controlled by the router or switches can use their
own routing algorithm.

Multistage interconnection networks are derived into three
types those are

1. BLOCKING

2. NON BLOCKING

3. REARRANGABLE NON BLOCKING

111. BLOCKING NETWORK

Generally, communication networks are designed with the
switching circuit networks. The circuit or connection is
established in between the two end users. When the request is
come to the network according to the request the data will be
processed via path. A connection request is to be
“BLOCKED?”, In the network resources are not available to
set up the connection to satisfy the request. This type of
network is called as a Blocking Switching Network. The
blocking may occur inside the switching circuit when the
number of connections is provided via transmission lines. To
overcome this problem the non blocking switching circuits
are proposed.

IV. NON BLOCKING NETWORK

These non blocking switching circuits are implemented
with the using of cross bar switches. The crossbar switch
connects the multiple inputs to the multiple outputs. All the
switches or cross points in the crossbar switches are arranged
like a matrix.

Generally, Crossbar switches are providing the path
between the input and outputs. These crossbar switches are
mainly used in the telephony and circuit switch. These cross
bar switches are avoiding the internal blocking in the network
and which provides the better connection paths between the
input and outputs. If the crossbar switch have the M inputs
and N outputs nothing but which creates the MxN Matrix.

NXN cross bar switch is shown in below figure 3. Here N
number of inputs and N number of outputs are there in the

Retrieval Number: B1357098251119/2019©BEIESP
DOI: 10.35940/ijrte.B1357.098251119

2865

network and which creates the NxN matrix. Crossbhar will be
occurred in the network according to the request path.

crosspoints.
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Figure 3: NxN Crossbar switch

In the Non Blocking Network, the idle input can be
connected to the any idle output. The connection is already
established through the network according to the right path.
The non Blocking network has the N inputs and N outputs
and which creates the NxN connections. The term Non
Blocking it’s not defective it’s always have the connection.
Clos and Benes switching networks are the examples of Non
Blocking Switching Network.

V. REARRANGABLE NON BLOCKING
NETWORK

The rearrangable non blocking network can provides the
all possible connections in between the inputs and outputs by
rearranging its previous connections. Benes Network is the
rearrangable non blocking network because which can route
any permutation if rearranging previously established
connections is allowed. A permutation network also called as
rearrangable in a network with some number of input
terminals and equal number of output terminals and some
number of switches and those are interconnected by wires.

VI. IDESIGN OF CLOS & BENES NETWORKS

Clos networks are universal multi stage interconnection
networks and which realize all permutations and Benes
network connect their inputs to the outputs according to the
N! Permutations. This both Clos and Benes multi stage
interconnection networks are used in parallel communication
systems for interprocessor or memory processor
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communications.

Benes Network:

Benes Network taken by his name from Benes, who was
first implemented this network in 1962. Benes network is the
rearrangably non blocking network. An NxN benes network
have the N number of inputs and N number of outputs and its
denoted by B(N). This Benes network has been proposed for
used in tele communications, multiprocessors and parallel
computers.

If N=2", the Benes network is constructed with the using
of three stages. The 2x2 switching elements are placed in the
first and last stage of network. In the middle stage we are
having the N/2 x N/2 sub networks which are decomposed to
smaller networks in the form of recursive manner. The three
stages 8x8 Benes network structure and complete structure of
8x8 Benes networks designs are shown in below figure4.
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Figure A: Non Blocking Benes network with N inputs
and N outputs
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B. Three Stage Design
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C. complete design of 8x8 Benes Network
Figure3: 8x8 Benes Network.
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The Benes network has the 2log, (N-1) stages. In this
Benes Network each stage contains the N/2 switching
elements. For example, 8x8 Benes network has the 5 stages
of switching elements. In these 5 stages each stage contains
the 4 switching elements. The middle 3 stages has the two
4x4 Benes network. The 4x4 Benes network can connect the
any input to the any output recursively. The 16x16 Benes

network design is shown in figure4.
Recursive Conslruction of 16x16 Benes Nelwork out of 2x2 Swilches

stop-1 sub-network step~3 slep~-2 §gt_>:-netwo«k

banyan reversa baryan
Figure4: 16x16 Benes Network
In this article we designed the 2x2, 4x4, 8x8, 16x16 Benes
networks respectively. The various designs of Benes
networks are done by Verilog HDL and Synthesized by
Xilinx Tool. The important factors Area, delay and memory

for 2x2, 4x4, 8x8, 16x16 are shown in below table.

No.oflios | No.ofLUT | Dédwmss | Memmmkd
Banes X l ) § s 3136k
Benes 4x ! ! § ks 131360k
Benes faf 16 ) §218s 384D
Benes 16xl6 il % 10418 34

Tablel: Area, Delay and Memory parameters in
Various Benes Networks

Clos Network:

In communication systems, Clos network is the multi stage
interconnection network which represents the theoretical
idealization of multi stage switching network. The Clos
network is invented by Charles Clos in 1952. Clos Network
reduces the number of stages in the network. Clos network
has the three stages of cross bar switches those are input
stage, middle stage and output stage. A Clos network is
characterized by three integers (r,n,m) where m represents
the no. of switches at middle stage, n represents the no. of
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inputs at each switch , r is the no.of switches at the each stage.
In this article we designed the 2x2, 4x4, 8x8 and 16x16 clos
networks. The clos network reduces the number of stages
when compare with the Benes network. Clos network
provides the better results low are and less delay.

The relation between the number of stages of a Clos
network and the network size is shown in the below equation.

S(N)= 2 (log,")-1

The three stage clos network is shown in below figure5.
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Figureba: Three stage Clos Network
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Figure5b: Three stage CLOS interconnection network

The 8x8 CLOS network is designed with the using of four
2x2 cross bar switches and four 4x4 cross bar switches. The
Design of 8x8 clos network with the using of 2x2 and 4x4
circuits is shown in below figure6.
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Figure6: 8x8 Clos Network
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The 16x16 Clos network is shown in below figure7. The
16x16 Clos network is designed with the using of 4x4 Clos
networks. It’s have the three stages in each stage we have the
four 4x4 Clos networks. The 16x16 clos network have the 16
inputs and 16 outputs. The 16x16 Clos network provides the
better results when compare with the Benes 16x16 network.

Axd Axd Axd
\
i /
Axd Axd f Axd
Awd Awd Axd
Awd Awd Axd

Figure7: 16x16 CLOS NETWORK
In this article we designed the 2x2, 4x4, 8x8, 16x16 Clos
networks respectively. The various designs of Clos networks
are done by Verilog HDL and Synthesized by Xilinx Tool.
The important factors Area, delay and memory for 2x2, 4x4,
8x8, 16x16 are shown in below table

Noofdics | NoofLUT | Déwimss | Memorymkd
Clos 222 | 1 1 3 s | 136k
Clos 4sd 2 4 3 90fess 13136&b
Clos i i 4 § 160ns 1338
Clos 16x16 i £ §16ks 1353

Table2: Area, Delay and Memory parameters in
Various CLOS Networks
Clos Network reduces the number of stages when compare
with the Benes network. The number of stages will be taken
by each network is shown in below table.

i (108 BENES
i 1 ;
i ; ]
il ; D

Table 3: Number of stages in CLOS/BENES network
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VII. RESULTS compare with the clos network. The simulation results of 8x8,
In this article, we designed the Benes and CLOS networks, ~ 16X16 CLOS network, 16x16 Benes network, area and delay

Those designs are simulated and synthesized by Xilinx 12.1  Parameters are shown in below figures.
tool. The Benes network takes the more area and delay when 4x4 CLOS NETWORK:
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The comparisons of delay and area in the Benes and Clos
networks are shown in below figures. As we know that the
Clos network provides the better results low area and less
memory when compare with the Benes network. Clos
network reduces the number of stages in the network its have
the only three stages for 8x8and 16x16 networks but Benes
network have the 7 and 9 stages for the 8x8 & 16x16 designs.
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M| Benes8x8

Delay in nanoseconds
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Figure 15: Area of Clos and Benes Networks

nanékecon VIII. CONCLUSION

ds The results confirm that CLOS network is better than the
BENES network. The Clos network is the extension of Benes

Figurel4: Delay of Benes and Clos network
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network, the clos network provides the more flexibility when
compare with the Benes network. In switching circuit system,
a new connection may request a path in the network with the
previous of old connections, however, the switching
configuration can be rearranged at relatively low speed. The
Clos and Benes networks are designed by the Verilog HDL,
Simulated and synthesized by Xilinx 12.1 tool.
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