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Prediction of Geotechnical Properties of Soil using 
Artificial Intelligence Framework 

Jitendra Khatti, Kamaldeep Singh Grover 

Abstract: The present research work is carried out to predict 
the geotechnical properties (consistency limits, OMC, and MDD) 
of soil using AI technologies, namely regression analysis (RA), 
support vector machine (SVM), Gaussian process regression 
(GPR), artificial neural networks (ANNs), and relevance vector 
machine (RVM). The models of machine learning (SVM, GPR), 
hybrid learning (RVM), and deep learning (ANNs) are 
constructed in MATLAB R2020a with different configurations. 
The models of RA are built using the Data Analysis Tool of 
Microsoft Excel 2019. The input parameters of AI models are 
gravel, sand, silt, and clay content. The correlation coefficient is 
calculated for pair of soil datasets. The correlation shows that 
sand, silt, and clay content play a vital role in predicting soil's 
liquid limit and plasticity index. The performance of constructed 
AI models is compared to determine the optimum performance 
models. The limited datasets of soil are used in this study. 
Therefore, artificial neural networks and relevance vector 
machines could not perform well. Based on the performance of 
AI models, the Gaussian process regression outperformed the 
RA, SVM, ANNs, and RVM AI technologies. Hence, the GPR AI 
approach can predict the geotechnical properties of soil by 
gravel, sand, silt, and clay content. The Monte-Carlo global 
sensitivity analysis is also performed, and it is observed that the 
prediction of geotechnical properties of soil is affected by sand 
and clay content  

Keywords: Consistency limits, Deep Learning, Geotechnical 
Properties, Hybrid Learning, Machine Learning,  

I.INTRODUCTION 

The properties of soil play an important role in any Civil 

Engineering project. The soil properties are specific gravity 
(Gs), plasticity index (PI), liquid limit (LL), plastic limit 
(PL), maximum dry density (MDD), optimum moisture 
content (OMC), shear strength, etc. The pycnometer and 
Casagrande test apparatus are used to determine the liquid 
limit of soil. MDD and OMC are the compactive parameters 
of soil that are experimentally determined by the most 
popular apparatus, namely standard proctor test and 
modified proctor test. The modified and standard proctor 
tests are heavy and light compaction tests, respectively [2]. 
The laboratory procedures of determining the geotechnical 
properties of soil are time-consuming, lengthy, and require 
human resources.  
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Many investigators applied various methodologies, namely 
regression analysis, and artificial intelligence, to determine 
or predict the geotechnical properties of soil. The simple and 
multiple regression analysis is the statistical tool used to 
draw correlations between the pair of datasets and 
predictions. The correlation between clay and the 
permeability of soil gives unsatisfactory results. The 
satisfactory results can be achieved by drawing a correlation 
between fine content (silt + clay) and permeability of the 
soil [1]. The index properties and compaction properties 
play an essential role in predicting the CBR of soil [28] [10] 
[21] [12] [6]. The CBR of soil has a perfect correlation with 
the plasticity index of soil [16]. The linear, polynomial, 
logistic, and exponential analyses are the type of regression 
analysis. Polynomial regression analysis can achieve a good 
prediction of compaction parameters, strength parameters, 
and permeability of the soil [7]. The internal friction angle 
and cohesion of soil are affected by plastic limit and natural 
water content [13]. The preliminary prediction of LL and PI 
can be achieved using multiple regression analysis [11]. 
The artificial neural network, support vector machine, 
Gaussian regression, decision tree are the AI approaches 
used to solve regression and classification problems in a 
different field. The ANNs have the potential to predict the 
CBR of soil using soil properties [28]. The ANNs also 
compute the permeability, compaction parameters, and 
internal friction angle with high accuracy [27]. The quality 
and quantity of datasets play a vital role in the prediction. 
The best prediction using an artificial neural network can be 
achieved using large datasets [25]. The artificial neural 
network predicts swelling properties of soil in acceptable 
limits [20]. The well-established training dataset predicts the 
CBR of soil with high accuracy [10] [5]. The artificial 
neural network has the potential to predict the Gs, OMC, 
and MDD of soil using the consistency limits, coefficient of 
uniformity & curvature of soil [29]. Many researchers 
mapped the comparison between statistical methods and AI 
approaches based on their performances and results. The 
multiple regression analysis outperformed the ANNs in 
predicting the CBR of soil using index properties, density, 
and other properties [28] [10]. The ANNs outperformed the 
empirical [25] and ordinary least squares [20] methods in 
predicting compaction parameters. The preliminary 
prediction of Atterbergs limits can be carried out by 
applying SVM [22]. The SVM predicted consistency limits 
of soil precisely than the multiple regression analysis [11]. 
Most of the studies were carried out to predict soil CBR, 
compaction, and strength parameters using consistency 
limits, particle content, and other properties of soil.  
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The published work shows that the consistency limits and 
compactive parameters of soil are affected by gravel, sand, 
silt, and clay content. The literature also shows that artificial 
intelligence approaches have not been frequently applied to 
predict consistency limits, OMC, and MDD using gravel, 
sand, silt, and clay content. The present study has the 
following aims – 
i. Draw the correlation between input variables (gravel, 

sand, silt, and clay content) and output variables (LL, 
PL, PI, OMC, and MDD). 

ii. Employ the SVM, GPR, ANN, and RVM models in 
MATLAB R2020a and RA in Microsoft Excel 2021 to 
predict LL, PL, PI, OMC, and MDD. 

iii. Draw the performance comparison between machine 
learning, hybrid learning, and deep learning models for 
obtaining the optimum performance model. 

iv. Compare the performance of employed AI models with 
published models in the literature. 

v. Perform the Monte-Carlo global sensitivity analysis to 
study the effect of input variables on output variables. 

II.METHODOLOGY 

In the present research work, the machine learning, hybrid 
learning, and deep learning models have been developed to 
predict the LL, PL, PI, OMC, and MDD of soil. Deep 
learning is a subset of machine learning, and hybrid learning 
is the advanced subset of machine learning and deep 
learning. The Support Vector Machine and Gaussian 
Process Regression is machine learning; the artificial neural 
network is deep learning, and the relevance vector machine 
is hybrid learning approaches. A brief of constructed models 
is discussed below.  

2.1 Regression Analysis 

Regression analysis is a set of processes that computes the 
relationship between dependent variables and one or more 
independent variables. Linear regression is the primary form 
of regression analysis. The linear regression analysis is 
carried out for two variables, and multiple regression 
analysis is carried out for more than two variables. The 
regression analysis is used for predicting or forecasting in 
machine learning. The regression analysis is also used for 
mapping the relationship between dependent and 
independent variables. The compactive parameters and 
consistency limits have been predicted using regression 
analysis in the present study. The gravel, sand, silt, and clay 
content are used as input parameters in predicting soil's 
properties. The multiple regression models of liquid limit, 
plastic limit, plasticity index, OMC, and MDD are 
designated as MLR_LL, MLR_PL, MLR_PI, MLR_OMC, 
and MLR_MDD, respectively. The multiple regression 
models have been developed using the Data Analysis Tool 
of Microsoft Excel 2021 in this study. The following 
equations have been derived while developing the MLR 
models. Equation for liquid limit 
MLR_LL = 2.9037 + 0.1187*G + 0.3331*S + 0.0135*M + 
0.9897*C                                                                            (1) 
Equation for plastic limit 
MLR_PL = 1.5223 + 0.1235*G + 0.285*S + 0.098*M + 
0.2832*C                                                                             (2) 

Equation for plasticity index 
MLR_PI = 1.375 – 0.005*G + 0.04818*S – 0.084*M + 
0.7066*C                                                                             (3) 
Equation for optimum moisture content 
MLR_OMC = 24.509 – 0.053*G – 0.182*S – 0.104*M + 
0.099*C                                                                               (4) 
Equation for maximum dry density 
MLR_MDD = 1.9445 – 0.0001*G + 0.0003*S + 0.0002*M 
– 0.007*C                                                                            (5) 
The equations 1 to 5 have been used to predict the 
geotechnical properties, namely LL, PL, PI, OMC, and 
MDD of soil. 

2.2 Support Vector Machine 

The support vector machine is based on supervised learning 
used to solve the problem of classification and prediction 
[8]. The SVM approach is based on kernel function, namely 
Gaussian, linear, quadratic, and cubic kernel. The SVM 
models of LL, PL, PI, OMC, and MDD have been 
constructed using the Regression Learner Tool of MATLAB 
R2020a. The configurations of constructed SVM models are 
given in Table 1. 

Table 1 – Configuration of constructed SVM models 

Configuration Statu
s 

LL PL PI OM
C 

MD
D 

Kernel Functions Auto Auto selection for the best prediction 

Box Constraint Auto 16.8
64 

7.9
69 

13.3
43 

7.65
4 

0.23
4 

Kernel Scale Auto 1 1 1 1 1 

Epsilon Auto 1.68
6 

0.7
97 

1.33
4 

0.76
5 

0.02
3 

Standardize Data Enabl
e 

YES 

Optimizer Enabl
e 

Bayesian Optimizer 

Acquisition Function  Enabl
e 

Expected improvement per second 
plus 

Iterations Defau
lt 

Default (30) 

Max. Training time 
(sec.) 

Defau
lt 

Default (300) 

Number of Grid 
Divisions 

Defau
lt 

Default (10) 

The SVM models of liquid limit, plastic limit, plasticity 
index, OMC, and MDD are SVM_LL, SVM_PL, SVM_PI, 
SVM_OMC, and SVM_MDD, respectively.  

2.3 Gaussian Process Regression 

The Gaussian process regression (GPR) is the stochastic or 
random process used to solve the problem of probability 
over function in Bayesian interference [19] [14]. The GPR 
approach is based on covariance function: Linear, White 
Gaussian Noise, Ornstein-Uhlenbeck, Squared Exponential, 
Rational Quadratic, Periodic, Matern, etc. [19]. The GPR 
models of LL, PL, PI, OMC, and MDD have been 
constructed using the Regression Tool of MATLAB R2020a 
and designated as GPR_LL, GPR _PL, GPR_PI, 
GPR_OMC, and GPR_MDD, respectively. The 
configurations of constructed GPR models are given in 
Table 2. 
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Table 2 – Configuration of constructed GPR models 

Configuration Status LL PL PI OMC MDD 

Basic Function Auto Auto (Zero, Constant, Linear) 

Covariance Functions Auto Auto selection for the best prediction 

Kernel Scale Auto 12.467 12.467 12.467 15.402 15.402 

Signal Standard Deviation Enable 12.786 5.258 10.182 4.646 0.145 

Sigma Auto 12.786 5.258 10.182 4.646 0.145 

Standardize Data Enable YES 

Optimize Num. Parameter Enable YES 

Optimizer Enable Bayesian Optimizer 

Acquisition Function  Enable Expected improvement per second plus 

Iterations Default Default (30) 

Max. Training time (sec.) Default Default (300) 

Number of Grid Divisions Default Default (10) 

2.4 Artificial Neural Networks 

The artificial neural network is a computation system that is 
inspired by a biological neural network. The artificial neural 
network is a collection of input, hidden, and output layers 
connected with neurons. Each layer filters the information 
during training or validation for achieving better results. The 
hidden and output layers consist of activation functions, 
namely, linear activation and non-linear activation function. 
The ANN models of liquid limit, plastic limit, plasticity 
index, OMC, and MDD are designated as ANN_LL, ANN 
_PL, ANN_PI, ANN_OMC, and ANN_MDD, respectively, 
and constructed in MATLAB R2020a. The configurations of 
constructed GPR models are given in Table 3. 

Table 3 – Configuration of constructed ANN models 

Configurations LL PL PI OMC MDD 

Backpropagation 
Algorithm 

Levenberg – Marquardt 

Number of Hidden Layers 
& Neurons  

One Hidden Layer, Ten Neurons 

Normalization Function Min-Max, Log Function 

Activation Function at 
Layers  

Sigmoid, Linear 

Training: Validation Ratio 80: 20 

Epochs  Default (1000) 

Network Class Multilayer Perceptron Class 

Network Type Feed-Forward Backpropagation 

Mu, Max Fail, Min 
Gradient 

0.001, 6, 10E-7 

2.5 Relevance Vector Machine 

The relevance vector machine is a hybrid learning approach 
of artificial intelligence used to solve regression and 
classification problems [26]. The relevance vector machine 

is also based on the kernel functions. The kernel functions 
are Gaussian, Linear, Polynomial Sigmoid, Laplacian. The 
genetic algorithm optimized single kernel function-based 
RVM models have been constructed in MATLAB R2020a 
in this study. The RVM models of liquid limit, plastic limit, 
plasticity index, OMC, and MDD are RVM_LL, RVM_PL, 
RVM_PI, RVM_OMC, and RVM_MDD, respectively. The 
configurations of constructed RVM models are given in 
Table 4. 

Table 4 – Configuration of constructed RVM models 

Configurations LL PL PI OMC MDD 

Free Basis Enable 

Kernel Function Gaussian 

Maximum Iterations 1000 

Type of Model Single Kernel Based 

Optimization Method Genetic Algorithm 

Target Kernel Type Single Kernel 

Ib, uB 2-6 

Number of Variable 1 

Max. Iteration 
Optimizer 

100 

K-folds Default (5) 

III.DATA ANALYSIS 

The datasets of soil have been collected from the published 
articles to carry out the present research work. A total of 166 
datasets of soil have been used to employ the LL, PL, PI, 
OMC, and MDD models. These datasets consist of gravel 
content (GC), sand content (SC), silt content (MC), clay 
content (CC), LL, PL, PI, OMC, and MDD of soil. The 
details of the datasets are given in Table 5. 

Table 5 – Detail of datasets of soil used in this study 

S. No Author(s) Title of Article No. of Datasets 

Consistency limits (LL, PL, PI) of Soil 

1 
Benson Craig H. et al., 1994 
[3] 

Estimating Hydraulic conductivity of thirteen compacted clays Liners 
55 

2 
Benson Craig H. et al., 1995 
[4] 

Hydraulic conductivity of thirteen compacted clays 
13 

3 Najjar M. Y. et al., 1996 [17] 
Utilizing computational neural networks for evaluating the permeability of 
compacted clay liners 

47 

4 
Nagaraj H. B. et al., 2014 
[15] 

Correlation of compaction characteristics of natural soils with modified plastic 
limit 

42 
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5 NG K. S. et al., 2015 [18] 
Estimating maximum dry density and optimum moisture content of compacted 
soils 

9 

Compactive Parameters (OMC & MDD) of Soil 

1 Benson Craig H. et al., 1994 
[3] 

Estimating Hydraulic conductivity of thirteen compacted clays Liners 
55 

2 
Najjar M. Y. et al., 1996 [17] 

Utilizing computational neural networks for evaluating the permeability of 
compacted clay liners 

47 

3 
Sinha K Sunil et al., 2008 
[23] 

Artificial neural network prediction models for soil compaction and permeability 
55 

4 NG K. S. et al., 2015 [18] 
Estimating maximum dry density and optimum moisture content of compacted 
soils 

9 

For the rescaling of the datasets, the normalization technique has been used. The min-max and log normalization functions 
have been used to normalize input (G, S, M, C content) and output (LL, PL, PI, OMC, MDD) soil variables. 

3.1 Descriptive Statistics of Dataset 

The descriptive statistics of GC, SC, MC, CC, PI, PL, LL, OMC, and MDD of soil have been calculated using the Data 
Analysis Tool of Microsoft Excel 2019 to study the behavior of the datasets. The minimum, maximum, mean, standard 
deviation (StDev), and confidence level at 95% (CL) statistical parameters for total, training, and testing datasets have been 
calculated, as shown in Table 5. 

Table 5 – Descriptive statistics of datasets used in the present study 

Parameters 
Total Datasets Training Datasets Testing Datasets 

Min Max Mean StDev CL Min Max Mean StDev CL Min Max Mean StDev CL 

Consistency Limit Datasets (LL, PL, PI) 

G 0.00 26.00 2.17 4.05 0.62 0.00 26.00 2.28 4.20 0.68 0.00 5.00 1.01 1.62 0.90 

S 0.00 80.00 22.38 16.45 2.52 0.00 80.00 22.20 16.29 2.62 0.00 76.00 24.23 18.48 10.24 

M 6.00 76.00 39.32 12.51 1.92 6.00 76.00 39.69 12.30 1.98 6.00 60.00 35.54 14.35 7.95 

C 3.00 78.00 36.23 17.25 2.64 3.00 75.30 35.91 17.08 2.75 6.00 78.00 39.37 19.25 10.66 

LL 19.00 115.00 46.79 18.08 2.77 19.00 115.00 46.65 18.08 2.91 27.00 87.00 48.17 18.66 10.33 

PL 8.00 45.30 22.05 7.38 1.13 8.00 45.30 22.19 7.44 1.20 12.00 37.80 20.68 6.88 3.81 

PI 3.70 75.60 24.73 14.26 2.19 3.70 75.60 24.46 14.40 2.32 11.40 57.00 27.49 12.87 7.13 

Compaction Parameters Datasets (OMC & MDD) 

G 0.00 26.00 4.73 6.25 0.96 0.00 26.00 4.91 6.42 1.03 0.00 10.00 2.89 3.80 2.11 

S 0.00 100.00 21.75 19.35 2.97 0.00 100.00 21.97 19.98 3.21 0.00 51.00 19.53 11.36 6.29 

M 0.00 83.00 37.18 15.75 2.41 0.00 83.00 36.60 16.02 2.58 28.00 70.00 43.00 11.58 6.42 

C 0.00 84.00 36.32 18.65 2.86 0.00 84.00 36.52 19.19 3.09 7.00 55.30 34.31 12.28 6.80 

OMC 8.00 38.10 19.97 6.41 0.98 8.00 38.10 20.06 6.57 1.06 12.00 28.00 19.13 4.62 2.56 

MDD 0.82 2.12 1.69 0.20 0.03 0.82 2.12 1.69 0.21 0.03 1.46 1.95 1.72 0.15 0.08 

3.2 Pearson's Product Moment Correlation 
Coefficient 

The correlation coefficient is calculated to determine the 
relationship between the pair of datasets. The methods for 
determining the correlation coefficient are the Scatter 
Diagram Method, Karl Pearson's Coefficient of Correlation, 
Spearman's Rank Correlation Coefficient, and Method of 
Least-Squares. The Karl Pearson's Coefficient of 
Correlation or Pearson's Product Moment Correlation 
Coefficient method is used in the present study to determine 
the relationship between input variables (GC, SC, MC, CC) 
and output variables (LL, PL, PI, OMC, MDD). The value 
of the coefficient of correlation more than 0.81, between 
0.61-0.80, between 0.41-0.60, between 0.21-0.40, and less 
than 0.2, show the very strong, strong, moderate, weak, and 
no correlation, respectively [9]. The Pearson's correlation 
coefficient for pair of datasets of consistency limits has been 
calculated using Microsoft Excel 2019, as shown in Table 6. 

 

 

Table 6 – Pearson’s correlation coefficient (r) for 

datasets of consistency limits 

 (r) 
GC 
(%) 

SC 
(%) 

MC 
(%) 

CC 
(%) 

LL 
(%) 

PL 
(%) 

PI 
(%) 

GC 
(%) 1.00 - - - - - - 

SC 
(%) 0.15 1.00 - - - - - 

MC 
(%) 0.13 0.36 1.00 - - - - 

CC 
(%) 0.30 0.72 0.34 1.00 - - - 

LL 
(%) 0.21 0.38 0.42 0.71 1.00 - - 

PL 
(%) 0.05 0.07 0.30 0.17 0.67 1.00 - 

PI 
(%) 0.24 0.51 0.37 0.82 0.92 0.33 1.00 

The graphical presentation of the correlation coefficient for 
consistency limits (LL, PL, PI) of soil with input variables is 
shown in Figure. 1. 
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Figure 1. Correlation coefficient for LL, PL, and PI of 
soil 

Figure 1 shows that the gravel, sand, and clay content have 
no correlation with the plastic limit. Sand and silt content 
has a weak to moderate correlation with LL and PI. Clay 
content shows a strong and very strong correlation with 
liquid limit and plasticity index, respectively. Therefore, it 
can be stated that the prediction of liquid limit and plasticity 
index is strongly influenced by clay content, as shown in 
Figure 1.  
Similarly, the Pearson's correlation coefficient for pair of 
datasets of compaction parameters has been calculated using 
Microsoft Excel 2019, as shown in Table 7. 

 

 

Table 7 – Pearson’s correlation coefficient (r) for datasets of OMC & MDD 

(r) 
GC (%) SC (%) MC (%) CC (%) OMC (%) 

MDD 
(gm/cc) 

GC (%) 1.00 - - - - - 

SC (%) 0.15 1.00 - - - - 

MC (%) 0.13 0.36 1.00 - - - 

CC (%) 0.30 0.72 0.34 1.00 - - 

OMC (%) 0.21 0.38 0.42 0.71 1.00 - 

MDD (gm/cc) 0.05 0.07 0.30 0.17 0.67 1.00 

The graphical presentation of the correlation coefficient for compaction parameters (OMC & MDD) of soil with input 
variables is shown in Figure. 2. 

 

Figure 2. Correlation coefficient for OMC and MDD of 
soil 

Figure 2 shows that the gravel content has a weak 
correlation with OMC and MDD of soil. Silt content shows 
no correlation with OMC and MDD of soil. Sand content 
has a strong and moderate correlation with OMC and MDD 
of soil, respectively. Clay content shows a strong and 
moderate correlation with OMC and MDD of soil. 
Therefore, it can be written that the prediction of OMC and 
MDD is strongly influenced by clay content, as shown in 
Figure 2. 

3.3 Training, Testing and Validation Dataset 

The datasets of soil have been divided for constructing the 
regression, support vector machine, Gaussian process 
regression, artificial neural network, and relevance vector 
machine model. The division and subdivision of soil 
datasets are shown in Table 8. 

 

 

 

Table 8 – Divisions and subdivision of datasets of soil 

Model 

Training Data Validation Data Testing Data 
LL, 
PL, 
PI 

OMC, 
MDD 

LL, 
PL, PI 

OMC, 
MDD 

LL, 
PL, 
PI 

OMC, 
MDD 

MLR 151 151 - - 15 15 

SVM 151 151 - - 15 15 

GPR 151 151 - - 15 15 

ANN 121 121 30 30 15 15 

RVM 151 151 - - 15 15 

IV.RESULTS & DISCUSSIONS 

Multiple regression, support vector machine, Gaussian 
regression process, artificial neural network, and relevance 
vector machine models have been constructed in this 
research work to predict the consistency limits and 
compaction parameters of soil. The performance of 
constructed models has been calculated in terms of R, 
RMSE, and MAE. The mathematical formula of R, RMSE, 
and MAE is – 

𝑅 =
∑ (𝑇𝑖−𝑇)(𝑃𝑖−𝑃)
𝑁
𝑖=1

√∑ (𝑇𝑖−𝑇)
2
∑ (𝑃𝑖−𝑃)

2𝑁
𝑖=1

𝑁
𝑖=1

                                                (6) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑇𝑖 − 𝑃𝑖)

2𝑁
𝑖=1                                                (7) 

𝑀𝐴𝐸 =
1

𝑁
(∑ 𝑎𝑏𝑠(𝑇𝑖 − 𝑃)𝑖

𝑁
𝑖=1 )                                           (8) 
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The coefficient of determination (R2) has been calculated by 
mapping predicted vs actual plot of soil properties. The 
coefficient of determination value less than 0.2, between 0.2 
to 0.8, and greater than 0.8 shows the weak, good and strong 
correlation between pairs of datasets [24]. The predicted 
results of consistency limits and compaction parameters of 
soil are discussed below. 

4.1 Prediction of Liquid Limit 

The liquid limit of fifteen soil specimens has been predicted 
using MLR_LL (Eq. 1), SVM_LL, GPR_LL, ANN_LL, and 
RVM_LL models. The performance of MLR_LL, SVM_LL, 
GPR_LL, ANN_LL, and RVM_LL models are shown in 
Figure 3. 

 

Figure 3. Performance of models for the liquid limit of 
soil 

From Figure 3, it has been observed that the Gaussian 
process regression model has predicted LL of soil with R = 
0.9775, which is higher than the MLR_LL, SVM_LL, 
ANN_LL, and RVM_LL. 
 Therefore, the GPR_LL model of LL has been identified as 
the optimum performance model. The performance curve of 
the GPR_LL model is shown in Figure 4. 

 

Figure 4. Performance curve of GPR_LL model 

Figure 4 shows that the best prediction of LL can be 
achieved by selecting the isotropic exponential covariance 
function in the GPR model.  
The GPR_LL model has achieved the best prediction of LL 
at the 30th iteration with the least RMSE = 4.1779 and MAE 
= 2.3370. The predicted vs Actual LL plot has also been 
drawn, as shown in Figure 5. 

 

Figure 5. Predicted vs actual LL plot for GPR_LL model 

From Figure 5, it has been observed that the GPR_LL model 
has predicted LL with R2 = 0.9556, which shows a strong 
correlation with the actual LL of soil. Hence, it can be stated 
that the GPR_LL model can predict the liquid limit of soil. 

4.2 Prediction of Plastic Limit 

The plastic limit of fifteen soil specimens has been predicted 
using MLR_PL (Eq. 2), SVM_PL, GPR_PL, ANN_PL, and 
RVM_PL models. The performance of MLR_PL, SVM_PL, 
GPR_PL, ANN_PL, and RVM_PL models are shown in 
Figure 6. 

 

Figure 6. Performance of models for the plastic limit of 
soil 

From Figure 6, it has been observed that the Gaussian 
process regression model has predicted PL of soil with R = 
0.8359, which is higher than the MLR_PL, SVM_PL, 
ANN_PL, and RVM_PL. Therefore, the GPR_PL model of 
PL has been identified as the optimum performance model. 
The performance curve of the GPR_PL model is shown in 
Figure 7. 

 

Figure 7. Performance curve of GPR_PL model 
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Figure 7 shows that the best prediction of PL can be 
achieved by selecting the isotropic Matern 5/2 covariance 
function in the GPR model. The GPR_PL model has 
achieved the best prediction of PL at the 1st iteration with 
the least RMSE = 3.7625 and MAE = 2.0408. The predicted 
vs Actual PL plot has also been drawn, as shown in Figure 
8. 
 

 

Figure 8. Predicted vs actual PL plot for GPR_PL model 

From Figure 8, it has been observed that the GPR_PL model 
has predicted PL with R2 = 0.6987, which shows a good 
correlation with the actual PL of soil. Hence, it can be stated 
that the GPR_PL model can predict the plastic limit of soil. 

4.3 Prediction of Plasticity Index 

The plasticity index of fifteen soil specimens has been 
predicted using MLR_PI (Eq. 3), SVM_PI, GPR_PI, 
ANN_PI, and RVM_PI models. The performance of 
MLR_PI, SVM_PI, GPR_PI, ANN_PI, and RVM_PI 
models are shown in Figure 9. 
 

 

Figure 9. Performance of models for plasticity index of 
soil 

From Figure 9, it has been observed that the Gaussian 
process regression model has predicted PI of soil with R = 
0.9558, which is higher than the MLR_PI, SVM_PI, 
ANN_PI, and RVM_PI. Therefore, the GPR_PI model of PI 
has been identified as the optimum performance model. The 
performance curve of the GPR_PI model is shown in Figure 
10. 

 

Figure 10. Performance curve of GPR_PI model 

Figure 10 shows that the best prediction of PI can be 
achieved by selecting the isotropic exponential covariance 
function in the GPR model. The GPR_PI model has 
achieved the best prediction of PI at the 22nd iteration with 
the least RMSE = 3.6645 and MAE = 1.6560. The predicted 
vs Actual PI plot has also been drawn, as shown in Figure 
11. 

 

Figure 11. Predicted vs actual PI plot for GPR_PI model 

From Figure 11, it has been observed that the GPR_PI 
model has predicted PI with R2 = 0.9135, which shows a 
strong correlation with the actual PI of soil. Hence, it can be 
stated that the GPR_PI model can predict the plasticity 
index of soil. 

4.4 Prediction of Optimum Moisture Content 

The optimum moisture content of fifteen soil specimens has 
been predicted using MLR_OMC (Eq. 4), SVM_OMC, 
GPR_OMC, ANN_OMC, and RVM_OMC models. The 
performance of MLR_OMC, SVM_OMC, GPR_OMC, 
ANN_OMC, and RVM_OMC models are shown in Figure 
12. 

 

Figure 12. Performance of models for OMC of soil 
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From Figure 12, it has been observed that the Gaussian 
process regression model has predicted OMC of soil with R 
= 0.8207, which is higher than the other OMC models. 
Therefore, the GPR_OMC model of OMC has been 
identified as the optimum performance model. The 
performance curve of the GPR_OMC model is shown in 
Figure 13. 
 

 

Figure 13. Performance curve of GPR_OMC model 

Figure 13 shows that the best prediction of OMC can be 
achieved by selecting the non-isotropic exponential 
covariance function in the GPR model. The GPR_OMC 
model has achieved the best prediction of OMC at the 7th 
iteration with the least RMSE = 2.5809 and MAE = 1.8786. 
The predicted vs Actual OMC plot has also been drawn, as 
shown in Figure 14. 
 

 

Figure 14. Predicted vs actual OMC plot for GPR_OMC 
model 

From Figure 14, it has been observed that the GPR_OMC 
model has predicted OMC with R2 = 0.6736, which shows a 
good correlation with the actual OMC of soil. Hence, it can 
be stated that the GPR_OMC model can predict the 
optimum moisture content of the soil. 

4.5 Prediction of Maximum Dry Density 

The maximum dry density of fifteen soil specimens has been 
predicted using MLR_MDD (Eq. 5), SVM_MDD, 
GPR_MDD, ANN_MDD, and RVM_MDD models. The 
performance of MLR_MDD, SVM_MDD, GPR_MDD, 
ANN_MDD, and RVM_MDD models are shown in Figure 
15. 

 

Figure 15. Performance of models for MDD of soil 

From Figure 15, it has been observed that the Gaussian 
process regression model has predicted MDD of soil with R 
= 0.8187, which is higher than the other MDD models. 
Therefore, the GPR_MDD model of MDD has been 
identified as the optimum performance model. The 
performance curve of the GPR_MDD model is shown in 
Figure 16. 

 

Figure 16. Performance curve of GPR_MDD model 

Figure 16 shows that the best prediction of MDD can be 
achieved by selecting the isotropic exponential covariance 
function in the GPR model. The GPR_MDD model has 
achieved the best prediction of MDD at the 25th iteration 
with the least RMSE = 0.0828 and MAE = 0.0410. The 
predicted vs Actual MDD plot has also been drawn, as 
shown in Figure 17. 
 

 

Figure 17. Predicted vs actual MDD plot for GPR_MDD 
model 
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From Figure 17, it has been observed that the GPR_MDD 
model has predicted MDD with R2 = 0.6703, which shows a 
good correlation with the actual MDD of soil. Hence, it can 
be stated that the GPR_MDD model can predict the 
maximum dry density of soil. 

4.6 Classification of Soil 

The Gaussian process regression models of consistency 
limits, namely GPR_LL, GPR_PL, and GPR_PI, have been 
identified as the optimum performance model. The fifteen 
soil specimens have been classified based on the liquid limit 
and plasticity index using the Casagrande plasticity chart. 
The classification of soil by laboratory methods and 
prediction methods have been compared, as shown in Figure 
18. 

 

Figure 18. Classification of soil using test and predicted 
results 

From Figure 18, it has been observed that the fifteen soil 
specimens have been classified with an accuracy of 86.67%. 
Hence, GPR_LL and _GPR_PI models can predict the LL 
and PI of soil and classify the soil as per the Casagrande 
plasticity chart.  

V.SENSITIVITY ANALYSIS 

The sensitivity analysis is performed to determine the 
impact of the input variable on the output variable. The 
sensitivity analyses are local sensitivity analysis and global 
sensitivity analysis. In the present study, the Monte – Carlo 
global sensitivity analysis has been performed. The Monte – 
Carlo sensitivity analysis is a better way of describing 
uncertainty in variables. The results of Monte – Carlo 
analysis for consistency limits of soil is shown in Figure 19. 

 

Figure 19. Sensitivity analysis for consistency limits 

Figure 19 shows that the clay content is more sensitive in 
predicting the liquid limit and plasticity index. The gravel, 
sand, silt, and clay contents are less sensitive in predicting 
the plastic limit of soil. Similarly, the sensitivity analysis has 
been performed for compaction parameters, as shown in 
Figure 20. 
 

 

Figure 20. Sensitivity analysis for compaction 
parameters 

Figure 20 shows that the OMC and MDD of soil are highly 
influenced by sand and clay content compared to gravel and 
silt content. From the sensitivity analysis, it may be stated 
that the geotechnical properties of soil are influenced by 
sand and clay content.  

VI.CONCLUSIONS 

The MLR, SVM, GPR, ANN, and RVM models have been 
developed to predict the LL, PL, PI, OMC, and MDD of 
soil. The results and performance of developed models have 
been compared to achieve an optimum performance model. 
The following conclusions are mapped based on the 
comparison of models and statistical study. 

• The liquid limit, plasticity index, OMC, and MDD 
of soil are more influenced by sand and clay content. 
The sand and clay content are less effective in the 
prediction of the plastic limit of soil. 

• The machine learning models outperformed the 
hybrid learning and deep learning models. Also, the 
deep learning model outperformed the hybrid 
learning model.  

• The GPR models of geotechnical properties of soil 
achieved a performance of more than 0.8, which 
shows a strong correlation with laboratory results. 

• The GPR_LL and GPR_PI models predicted the 
classification of soil with an accuracy of 86.67%. 

• Monte – Carlo sensitivity analysis shows that the 
geotechnical properties of soil are susceptible to 
sand and clay content. 

From the comparison of the performance of the model, it has 
been observed that the GPR model outperformed the other 
models. Hence, the GPR models can be used to predict the 
geotechnical properties of soil. 
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