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Abstract: Recently, there is a rapid growth in technological 
improvement in banking sector. The entire world is using the 
banking service for managing their financial and property assets. 
As of now, all the technological advancements are applied to 
banking sector to facilitate the customers with proper operational 
excellence. In this view, the bank has complete responsibility in 
serving the people with their modern application to save their time 
and wealth. So the customer value analysis is needed for the bank 
to enrich the marketing growth and turnover of the bank. But still, 
the prediction of customer churn remains a challenging issue for 
the banking sector for analyzing the profit growth. With this view, 
we focus on predicting the customer churn for the banking 
application. This paper uses the churn modeling data set extracted 
from UCI Machine Learning Repository.  The anaconda 
Navigator IDE along with Spyder is used for implementing the 
Python code. Our contribution is folded is folded in three ways. 
First, the data set is applied to various classifiers like Logistic 
Regression, KNN, Kernel SVM, Naive Bayes, Decision Tree, 
Random Forest to analyze the confusion matrix. The 
Performance analysis is done by comparing the metrics like 
Precision, Recall, FScore and Accuracy. Second the data set is 
subjected to dimensionality reduction method using Principal 
component Analysis and then fitted to the above mentioned 
classifiers and their performance analysis is done. Third, the 
performance analysis is done for the dataset by comparing the 
metrics with and without applying the dimensionality reduction.  
A Performance analysis is done with various classification 
algorithms and comparative study is done with the performance 
metric such as accuracy, precision, recall, and f-score. The 
implementation is carried out with python code using Anaconda 
Navigator. Experimental results shows that before applying 
dimensionality reduction PCA, the Random Forest classifier is 
found to be effective with the accuracy of 86%, Precision of 0.85, 
Recall of 0.86 and FScore of 0.84. Experimental results shows 
that after applying dimensionality reduction, the 2 component 
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PCA with the kernel SVM classifier is found to be effective with 
the accuracy of 81%, Precision of 0.81, Recall of 0.81 and FScore 
of 0.74. compared to other classifiers. 
 

Index Terms: Machine Learning, Churn, Classification, 
accuracy,  precision, recall and f-score. 

I. INTRODUCTION 

  Customer satisfaction analysis and their feedback is 
directly associated with the financial profit of the company. 
So the analysis of the customer satisfaction and their feedbach 
is most essential in the forecasting of the profit and turnover 
of the company. In the current world scenario, the banking 
sector have drastically improved and utilized by the entire 
people to safeguard their money. The Nanking sector are also 
diverged their contribution in various aspects and everything 
are computerized. The customers can easily view their 
transactions online once completed with their work. The 
customers can update their daily transactions details by 
accessing their account number. Though, banking sector are 
providing their maximum service to the people, the 
expectations of the people always changes. By the new 
technological development, the customers also expect a lot of 
new services from the banking sector. This raises the real 
challenge in the hands of the banking sector to retain their 
customers with their bank. This leads to analysis of the 
customer satisfaction and the method of predicting the 
customer detention for the fore coming years to be a 
challenging task for the bank organizations. This is the place 
where the machine learning is used by the banking 
organizations for analyzing the customer feedback and to 
predict the customer churn.    

The paper is organized in such a way that Section 2 
discusses the existing systems for predicting the customer 
churn analysis. Section 3 reveals about the proposed work 
followed by the implementation and Performance Analysis in 
Section 4. The paper is concluded with Section 5. 

II. RELATED WORK 

A. Literature Review  

The customer group segment prediction and analysis is 
done for the wine orgnanization  by using the methods like 
Linear Regression, Decision Trees and Artificial Neural 
Networks [1]. 

The customer churn analysis for the banking application is 
performed using Spark ML 
package by dealing with big 
data. 
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 The prediction of customer churn is done based on their 
transaction data [2].  

The customer churn analysis can be related to customer 
relationship management where the bank customers are 
converted into competitors. This in turn builds the effective 
customer relationship with the bank management. The 
prediction of customer churn is done with the logistic 
regression methods and the non churn customers are analyzed 
for retail banking organization [3]. The new performance 
metric was analyzed for the prediction of customer churn for 
the banking data using machine learning classification [4]. 
The ensembling methods were also incorporated to analyze 
the customer churn predictions [5]. The customer churn 
analyses were also done based on the review data from the 
social network. The prediction is done with soft computing 
methods. The customer churn analysis and prediction is 
implemented with profit optimizing approach using Bayesian 
network classifiers and data mining algorithms.  

III. PROPOSED WORK 

In our proposed work, the customer churn bank modelling  

data set is used for predicting the customer churn. Our 

implementation in this paper is shown below.  

(i) Firstly, creating the correlation between the 

variables are identified and displayed. 

(ii) Secondly, high importance features of the customer 

churn bank modelling dataset is identified by 

Adaboost regressor 

(iii) Thirdly, analysing the proportions of the customers 

churn distribution of the target variable. 

(iv) Fourth, the customer churn bank modelling  data set 

is fitted to KNN, Random forest, Decision Tree, 

Kernel AVM, Naive Bayes and Logistic regression 

classifiers. 

(v)   Fifth, the variable reduction is done using PCA with 

number of components as 2. The dimensionality 

reduced dataset is fitted to KNN, Random forest, 

Decision Tree, Kernel AVM, Naive Bayes and 

Logistic regression classifiers. 

(vi) Sixth, the performance analysis is compared for step 

4 and 5 using the metrics like FScore, Precision, 

Accuracy and Recall 

A. System Architecture 

The overall design f our work is shown in Fig. 1 

IV. IMPLEMENTATION AND PERFORMANCE 

ANALYSIS 

A. Customer Churn Analysis 

The customer churn bank modelling data set from UCL ML 
Repository is utilized for implementation with 8 independent 
attribute and 1 Exited dependent attribute. The attributes are 
shown below. 

1. CreditScore  
2. Age  
3. Tenure  
4. Balance  
5. Number of Products  
6. Has Credit Card  
7. IsActiveMember  

8. Estimated Salary  
9. Exited (Yes / No) - Dependent Attribute 

 
Fig. 1 Overall Design Architecture 

 
Customer churn bank modelling data set is subjected to 
analyze the relationship between the variable and the 
distribution is shown as correlation matrix and is shown in 
Fig. 2.  

 
Fig. 2 Correlation Matrix of  Bank data set 

 
 
 

Customer churn bank modelling  data set 

Division of dependent and independent features 

Create Training and Test data set 

 

Reducing dataset with PCA 

Fitting to Classifiers 

Analysis of Precision, Recall, Fscore and Accuracy 

Classifying the Customer Churn 

 Logistic Regression 
 Kernel SVM 
 KNN 
 Naive Bayes 
 Decision Tree 
 Random Forest 
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The important variables of the customer churn bank 

modelling data set are projected as shown in Fig. 3.  

 
Fig. 3 Important Features of the data set 

The probability distribution of important features of the data 
set is shown in Fig. 4. 

 
Fig. 4 Probability distribution of the dataset attributes 

The customer churn target distribution of the customer churn bank 
modelling data set is shown in Fig. 5. 

 
Fig. 5 Customer Churn Target Distribution 

The customer churn bank modelling  data set is fitted to KNN, 
Random forest, Decision Tree, Kernel AVM, Naive Bayes 
and Logistic regression classifiers and the confusion matrix is 
shown in Fig. 6. 

 
Fig. 6 Confusion Matrix for the classifiers 

The variable reduction is done using PCA with number of 
components as 2 and is shown in Fig. 7. 

 
Fig. 7 PCA Component Distribution 

The dimensionality reduced dataset is fitted to KNN, Random 
forest, Decision Tree, Kernel AVM, Naive Bayes and 
Logistic regression classifiers and the confusion matrix is 
shown in Fig. 8. 

 
 

Fig. 8 PCA Confusion Matrix for the classifiers 
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The performance analysis is done with metric comparison is 
shown in the Table. 1, Table. 2 and Table. 3. 

 
Table. 1 Performance Comparison of Precision, Recall 

and FScore for all the classifiers without PCA 
Classifier Performance Metrics without PCA 

Precision Recall FScore 
Logistic Reg 0.76 0.80 0.76 
KNN  0.83 0.84 0.82 
Kernel SVM  0.85 0.86 0.84 
Random Forest 0.85 0.86 0.84 
Naïve Bayes 0.81 0.83 0.79 
Decision Tree 0.80 0.79 0.79 

 
Table. 2 Performance Comparison of Precision, Recall 
and FScore for all the classifiers after applying PCA 
Classifier Performance Metrics with PCA for 

3 components 
Precision Recall FScore 

Logistic Reg 0.64 0.80 0.71 
KNN  0.76 0.80 0.75 
Kernel SVM  0.81 0.81 0.74 
Random Forest 0.75 0.79 0.76 
Naive Bayes 0.64 0.80 0.71 
Decision Tree 0.72 0.71 0.71 

 
Table. 4 Performance Comparison of Logarithmic Loss 
and Accuracy for all the classifiers before applying PCA 

Classifier Accuracy 
% without 

PCA 

Accuracy 
% with 
PCA  

Logistic Reg 80 79 
KNN  84 80 
Kernel SVM  85 81 
Random Forest 86 79 
Naive Bayes 83 80 
Decision Tree 79 71 

 

V. CONCLUSION 

This paper attempts to predict the customer churn analysis for 

the banking sector. The customer churn prediction is done 

with and without applying the dimensionality reduction to the 

customer churn bank modelling dataset. The dimensionality 

reduction is done with principal component analysis. 

Experimental results shows that before applying 

dimensionality reduction PCA, the Random Forest classifier 

is found to be effective with the accuracy of 86%, Precision of 

0.85, Recall of 0.86 and FScore of 0.84. Experimental results 

shows that after applying dimensionality reduction, the 2 

component PCA with the kernel SVM classifier is found to be 

effective with the accuracy of 81%, Precision of 0.81, Recall 

of 0.81 and FScore of 0.74. compared to other classifiers. 
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