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Abstract: Effective detection of the bearing fault 

and, specifically performance dilapidation assessment of 

a bearing is the topic of intensive analysis that may scale 

back prices and therefore the nonscheduled down time. This 

article presents an adaptive approach that is based on 

Bhattacharya space ranking method and dimensional reduction 

method as general discriminate analysis (GDA) with Gaussian 

support vector machine (GSVM) to accurately detect the defects 

of rolling bearing. For this investigation, first, vibration signal 

generated by rolling bearing was disintegrated to five levels 

employing wavelet packet (WP) method. Sixty three logarithmic 

wavelet packet features (LWPFs) were taken out from five level 

disintegrated vibration signals. After this, sixty three features 

were ranked by Bhattacharya space and top ten LWPFs were 

chosen. The top ten features were reduced to a new feature using 

GDA for effective detection and then applied to GSVM for 

detection of bearing fault. The experimental results show that 

new automated diagnosing approach attained classifier 

performance parameters as sensitivity (SE) or true positive rate, 

specificity (SP) or true negative rate, accuracy (AC) and positive 

prediction value (PPV) of 100, 98.50, 100 and 99.67 % for inner 

raceway (IR) and, AC: 99.49, SE: 100, SP: 98.78 and PPV: 

99.87 for ball bearing (BB) at 0.18 mm diameter faults. 
 

Keywords: Bhattacharya space ranking method, ball bearing 

(BB) defect, Gaussian support vector machine, General 

Discriminate Analysis, inner race (IR), wavelet packet. 

I. INTRODUCTION 

The most critical but vulnerable mechanical components in 

a rotating machine are rolling element bearings. A bearing 
failure can result in a complete machine breakdown 

resulting in unintended production process interruption and 

financial loss. According to IEEE induction 

motor reliability study [1], bearing faults are the foremost 

frequent faults in induction machines around 42%, stator 

faults nearby 37% and rotor failures approximately 10%. 

Therefore, failure to detect  

 

rolling bearing elements is of prime importance and should 

be supervised on a priority basis to maximize the utilization  

 

of the induction motor's operating life. For this, efficient 
detection technique and features (attributes) taken from 
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vibration signal of rolling bearing used in motor are needed. 

Commonly, there are two types of bearings; rolling element 

and fluid bearing. The rolling element bearings are usually 

used for complex moment loads with lesser friction and in 

small and moderate dimension machines while the fluid 

bearing can handle very large loads with low friction and 

used in large dimension machines [2]. Nowadays, rolling 
element bearing fault analysis has been applied 

extensively. There are old methods like; temperature 

observance, oil analysis and stator current methods, which 

can be used to detect bearing defects [3], [4]. But due to 

high cost and noise impact, these detection techniques are 

not acceptable. Bearing failure analysis using vibration 

signal has become one of the leading parameters for 

researchers in recent years [5], [6]. The nonlinear vibration 

signals generated from bearings is generally affected by 

random signal as; noise and signal modulation [7]. For this, 

Xu et al. [8] suggested a Fuzzy Model Controller (FMC) 
with neural network classifier to analyze the degree of 

bearing faults performance degradation using features from 

vibration signal. Yu et al. [9] suggested a simple and 

efficient machine fault diagnostic algorithm  supported on 

Gaussian Mixture Model (GMM), the simulated results 

presented that GMM could reliably detect not solitary type 

of  bearing fault and the degree of degradation in machine 

performance. Pan et al. [10] employed a hybrid model as 

support vector and Fuzzy c-means for bearing fault 

dilapidation. In a bulky dimension rotating machine, Sun et 

al. [11] obtained a fault diagnosing by evolving kernel 

principal component analysis, which transmutes the features 
of vibration signal to a more effective nonlinear features and 

improve the detection performance of a bearing fault 

diagnosis. Widodo et al. [12] extracted nonlinear features 

from vibration signal and support vector machine (SVM) to 

classify faults of bearing used in induction motor. 

From the above cited references we can notice that there 

are two vital aspects of faults assessment and detection 

accurately and automatically: feature extraction methods 

from vibration signal and efficient classifier. Ancient 
diagnosing techniques extract attribute (features) from 

vibration signals in time, frequency and time-frequency 

(T-F) domain. Though, due to the chaos operating state of 

rotating bearings as high speed, friction, over loads and 

alternative nonlinear factors, it's terribly troublesome to 

classify the faulty and healthy bearing and particularly the 

degree of performance degradation of the rotator bearing 

using time or frequency domain extraction features form 

vibration signal.  
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Various T-F domain methods as short time Fourier 

transform, empirical mode decomposition, continuous 

Morlet wavelet transform (CMWT), Wigner–Ville 

distribution (WVD), and Pseudo Wigner–Ville distribution 

(PWVD) plays significant role [13], [14] in detection and 
assessment of faulty bearings. CMWT is broadly used in T-

F domain due to the simple and independence of mother 

wavelet function selection [15], [16]. Still, this method 

cannot effectively decompose into high and low frequency 

band of vibration signal, which carry rich information of 

fault signal. Wavelet packet (WP) decomposition is one of 

the T-F methods that have the capability to overcome the 

drawbacks of wavelet transform method. 

 In this article, an automated algorithm, which is a 

combination of Bhattacharya space ranking method and 

dimensional reduction method as general discriminate 

analysis (GDA) with Gaussian support vector machine 
(GSVM) is presented to enhance the detection accuracy of 

fault diagnosis of the rolling bearing element. For this, first, 

the vibration signal was decomposed to five levels by 

Wavelet Packet (WP) method. Sixty three non-linear 

Logarithmic Wavelet Packet Features (LWPFs) were 

extracted from five level decomposed vibration signal. The 

flow chart of proposed algorithm is shown in Fig.1. As, the 

performance metrics of detection methods depends on the 

assortment of suitable features [17], [18]. Intended for, The 

Bhattacharya space method [19] was applied to choose top 

most ten features out of sixty three features extracted from 
decomposed vibration signal. Further these topmost features 

were transformed to a new feature by features reduction 

scheme commonly known as general discriminant analysis 

(GDA) and kernel principle component analysis (KPCA) 

[17], [20], [21]. The new feature was employed to train and 

validate the Gaussian support vector machine (GSVM) to 

accurately detect the bearing faults. The performance in 

terms of accuracy (AC), specificity (SP), sensitivity (SE) 

and positive  

 
Fig. 1.  Flowchart of the proposed work to detect 

faulty and healthy condition of bearing 

prediction value (PPV) of the proposed scheme was 

evaluated using confusion matrix. 

II. METHODOLOGY 

A. Database 

The vibration standarad datasets employed in this study was 

taken from online obtainable bearing knowledge center 

website of Case Western Reserve University (CWRU) [22]. 

The investigational setup design by Reliance consisted of an 

induction motor, torsion transducer/encoder for 

measurement of torque, an accelerometer for collection of  

vibration signal, a dynamometer and electronics control 

circuit at loads 0HP, 1HP, 2HP and 3HP. The sixteen 

channels were employed to collect the vibration data and 

were pre-proocessed in a MATLAB tool.The signals were 

sampled at 12 kHz frequency. The single point faults in 
inner raceway (IR) and in ball bearing (BB) were introduced 

to the model SKF 6205-2RS JEM using electro-discharge 

machining (EDM) with fault diameters of 7, 14, 21, 28 mils. 

For this analysis, 36 database of each  healthy bearing or no 

fault (NF), IR and BB bearing defects were taken at 

different loads for only 10 seconds. The sets of vibration 

signals are repersented in Table I. 

 

Table I 

Represents Symbols Of Single Point Faults In Inner 

Raceway (Ir) And In Ball Bearing (Bb)   

Fault Level: mils(mm) 7(0.18) 14(0.35) 21(0.53) 28(0.72) 

Inner Raceway IR7 IR14 IR21 IR28 
Ball Bearing BB7 BB14 BB21 BB28 
Healthy Bearing No Fault (NF) 

 

 
Fig. 2.  Wave form of a raw data of vibration signal for 

(a) NF (b) IR7 (c) IR14 (d) IR21 at 0HP load. 
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Fig  3.  Front view with geometric construction  of 

rolling element bearing 
 

The amplitude vs number of samples  of NF, IR7, IR14, 

IR21 and IR28 of vibration signal at 0HP load are shown in 

Fig. 2. 

B. Characteristics frequencies releted to rolling element 

bearing 

    Bearings play an vital role to keep the rotor and stator at 

equidistance. Rolling element bearing is most commonly 

used bearing in an induction motor and consists of four 

essential parts: cage (separator), inner raceway, outer 

raceway and rolling element (roller or ball). Lubricant 

contamination, lubricant loss or excess lubrication, 
brinelling, excess loading, overheating and corrosive 

environments are some basic cause to bearing failure or 

create the defect in bearing [2]. This faults can be classified 

into two parts as  distributed and single point defects. With 

all type of bearing defect, a characteristic frequency can be 

associated. But, distributed defect distresses the entire area 

of bearing elements and difficult to distinguish by discrete 

frequencies. 

    Whereas single-point defect is associated with a small 

region of bearing elements that create a harmonic series with 
fundamental frequency. The characteristic frequencies as 

cage defect frequency(𝐶𝐷𝑓), outer race defect 

frequency (𝑂𝑅𝐷𝑓), inner race defect frequency(𝐼𝑅𝐷𝑓), and 

ball defect frequencies  (𝐵𝐷𝑓) are functions of the bearing 

geometry and rotor frequency [2]. The front view with 

geometric structure of rolling element ball bearing is 

depicted in Fig.3.  Assume that  𝑅𝑓 is rotational frequency, 

 𝐵𝑑 is diameter of ball diameter,   𝑃𝑑   is pitch diameter, 𝐵𝑛  

is total no of balls, and 𝛽 is contact angle, the equation of 

fault frequencies are defined as  

 

            (1) 

       (2) 

          (3) 

         (4) 

These characteristic frequencies were employed in 

decomposition of vibration signal. The standard geometrical 

parameters of model SKF 6205-2RS JEM bearing were 

,  mils,  mils for simulation 

of results. 

C. Feature extraction by  wavelet packet  

    The wavelet packet (WP) is the extension of wavelet 

transform method that decompose a vibration signal into 

many independent high and low frequency signals referred 

as packets. This allows the assortment of the decomposition 

levels that make available for best packet feature extraction; 

this is advantageous for monitoring condition and diagnosis 

of machine failure or bearing fault [23], [24]. WP consists 

of a group of linearly combined wavelet functions that are 

generated by the algorithmic relationship given by 

 

        (5)     

2 1( ) 2 ( ) (2 )p p

qw x g q w x q+ = −         (6) 

Where  is sample of variation signal at 

 and first two WP functions 

 and  are known as scaled 

function and wavelet coefficients (filter bank). The symbol 

 and  are connected to each other by  

 and is coefficient of a pair of 

Quadrature Mirror Filters linked with the scaled and wavelet 

function [25]. These coefficients consecutively decompose 

the vibration signal into approximation (low frequency) and 

detail (high frequency) signals by the scaled and wavelet 

coefficients, respectively. The input vibration signal ( )Y t  

can be decomposed recursively as 

 

             (7)  

          (8)  

Where   represents the wavelet coefficients at the  

level,  sub frequency band. Hence the vibration signal  

  can be written as 

 

           (9) 

Three level decomposition of vibration signal 
( )Y t

 by WP 

is illustrated in Fig.4. In this figure, dotted mark indicates 

Detail (high frequency) and bold mark represents 

Approximation (low frequency) components. The 

Logarithmic Wavelet Packet Features (LWPFs) of 

decomposed vibration signal is defined as 

2 2 2 2

1 2 3( )Nx x x x
LWPFs

N

+ + + − − − − +
=

   (10)    

Where 1x
 and 2x

 etc. are samples of decomposed vibration 

signal and  is number of samples in decomposed signal. 

WP generates  features at each level of decomposition 

of vibration signal. Therefore, the total no of features are 

sixty three for 5 levels decomposition of original signal. 

D. Feature subset selection and dimension reduction 

       Feature subset selection is the method wherever we 

automatically or manually choose those features that 

contribute most to prediction variable or output during 

which we are inquisitive about [17]. It identifies the relevant 

features from a huge dimension features and removes the 

irrelevant or less important features which do not contribute 

much to our target  
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Fig. 4.  Three level decomposition of vibration signal 

using WP 

variable in order to accomplish better accuracy, avoid over 

fitting and decreases training and validation time .The 

feature subset selection techniques do not change the 

original data representation [3]. For this analysis, we applied 

the Bhattacharya space method to select top ten features on 

the basis of Bhattacharya space score. The Bhattacharya 

score is obtained by using equation (11). The Bhattacharya 

space of  feature in  class label matrix is define as   

2

1 2 1 2

1 2 1 2

4 ( ) ( )
( ) 2 log

( )

2

J d d
Bh X

d d d d

 

 
  − +
 = +

+  
 
    (11) 

Where 1 1d V=
, 2 2d V=

 and  represents 

Bhattacharya score of Jth feature.  and  mean of 1stand 

2nd group of Jth  feature.  and  variance of 1st and 2nd 

group of Jth  feature. Sometimes, the features extracted from 

vibration signal at different bearing conditions after features 

ranking or selection are correlated, and therefore redundant. 

It must also ensure that similar information is conveyed in a 
concise manner. In case, the feature selection approach is 

not suitable to select most dissimilar features. This can be 

where features dimensionality reduction algorithms like 

GDA and KPCA inherit play. Dimension reduction mainly 

states to the process of converting a features dimension. 

GDA uses the kernel function operator to analyze nonlinear 

discriminant. The goal of GDA is to find out a projection for 

the variables into a lower dimensional size by increasing the 

quantitative relation between-class scatter to within-class 

scatter. In this paper, we have applied a Gaussian and radial 

basis function (RBF) kernel [19] to transform the top ten 
rank LWPFs to new feature. 

E. Gaussian support vector machine 

    Support vector machine (SVM) is a supervised 

arithmetical learning model based on the concept of decision 

hyper-plane that delineate decision boundaries for solving 

both classification or detection and regression problem. A 
hyper decision plane is one that splits a set of features not 

having the same class labels. The nearest data points 

generated by SVM to optimal separating hyper decision 

plane are well-known as support vectors. 

    Assume that a training features set with class label 

 where , and , belong to 

two  classes. The hyper decision plane employed two 

separate linearly trained features. Two class labels are 

defined as  , where  represents weight 

vector,  and  denotes a scalar quantity as bias and 

indicates transport of , in such a way that   for  

 and  for . In this case, the 

optimal hyper decision plane can be calculated by solving 

the quadratic optimization problem , with 

condition . If the features are non-

linearly separable then the goal of SVM is to maximize the 

margin between features of two class labels (separation) and 

reduce the errors. This process has been done by using 

constrained optimization problem using a transformation 

matrix  [20]. In this case, optimized hyper decision 

plane can be evaluated by solving the equation 

, with condition  

, where C denotes free error 

weight (regularization parameter) and it processes the size 

of the penalties allotted to the errors and  is known as slack 

variable and measures error of data. Therefore, hyper 

decision plane can be formulated as 

        (12)  

Where  represents Lagrange multiplier and  

denotes kernel function. In this article, Gaussian function is 

applied as kernel function due to its better performance [21]. 

The Gaussian kernel function is defined as 

             (13) 

F. Performance parameters of the model 

   To analyze the performance of classifier with considered 

datasets, performance parameters were calculated as 

accuracy (AC) = (TP + TN) / (TP + TN + FN + FP), 

Sensitivity (SE) or true positive rate (TPR) = TP / (TP + FN) 

and specificity (SP) or true negative rate (TNR) = TN / (FP 

+ TN) and false positive rate (FPR) = (1 - SP) using 
confusion matrix. Where TP = true positive, FN = false 

negative, TN = true negative and FP = false positive.  

The generalization ability of model depends on three 

parameters ,  and ξ [21]. Where  denotes the width of 

Gaussian kernel function,  is regularization parameter for 

optimized hyper decision plane (which deals with trade-off / 

error  between training error and the smoothness of the 

output solution) and  provides measurement of error data in 

hyper plane. Accurate classification of training datasets 

depends on selection value of . If the value of  is large, 

optimization will take a less-margin hyper decision plane to 

train data properly and vice versa for very small value. To 

overcome the selection of trial value of , we have 

optimized this parameter by applying ten cross validation 

approach. The classification performances in terms of  , 

 and  for training and validation of model were 

evaluated using ten trials with ten-folds cross validation 

procedure,  in which each trial data sets were randomly 

divided into 5 parts to validate the robustness of Model. It is 
standard technique to validate any model. 
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III. SIMULATION AND RESULTS 

In this paper, database of thirty six vibration signal produced 

by rolling bearing as reported in Table 1 are taken. These 

database are associated with running states of various 

bearing conditions as no fault (NF), inner-ring wear (IR) and 
lack of ball bearings (BB) faults. These database were 

analyzed using decomposed vibration signal by WP methods 

and GSVM classifier. Each database were investigated on 

different loads 0HP, 1HP, 2HP and 3HP. The simulation 

results were studied by relating NF with IR7, IR14, IR21, 

IR28, and BB7, BB14, BB21 and BB28 datasets. For this 

analysis, five level WP was taken to decompose the 

vibration signal into sixty three approximation (Apx.) and 

detail (Det.) frequency range. With the aim to improve the 

classification performance and features difference 

capability, the Logarithmic Wavelet Packet Features 

(LWPFs) were extracted from decomposed vibration 
signals. To suppress the redundant features and avoid over-

fitting of classification, Bhattacharya space feature selection 

method is added to rank the appropriate features. The top ten 

features (highest score) were taken out for analysis of 

bearing faults. Achieved score associated to each database is 

reported in Table II, III, IV and V. The numerical results of 

simulation reveals that 5th levels decomposed features (62-

LWPFS-L5-Apx) have the highest score for each database 

compared to fourth level decomposition of databases. From 

this, we observed that 5th levels decomposed features have 

highest mean and lowest variance (from equation 11) and 
these features are more effective compared to 1st, 2nd and 

3rd level decomposition for detection of bearing faults. It 

happens due  

Table II 

Bhattacharya Score Of Top 10 Features Of Nf-Ir7 And 

Nf-Ir14 Data Set Arranged In Descending Order 

Feature NF-IR7 Feature NF-IR14 

62-LWPFS-L5-Apx. 886.125 62-LWPFS-L5-Apx. 713.153 

58-LWPFS-L5-Apx. 782.482 60-LWPFS-L5-Apx. 651.327 

63-LWPFS-L5-Del. 624.632 58-LWPFS-L5-Apx. 510.132 

52-LWPFS-L5-Apx. 604.114 63-LWPFS-L5-Del. 478.007 

61-LWPFS-L5-Del. 589.812 56-LWPFS-L5-Apx. 312.143 

51-LWPFS-L5-Del. 498.234 48-LWPFS-L5-Apx. 286.014 

56-LWPFS-L5-Apx. 432.321 28-LWPFS-L4-Apx. 188.239 

43-LWPFS-L5-Del. 405.122 59-LWPFS-L5-Del. 169.489 

38-LWPFS-L5-Apx. 324.151 49-LWPFS-L5-Del. 122.415 

41-LWPFS-L5-Del. 314.196 52-LWPFS-L5-Apx. 96.103 

 

Table III 

Bhattacharya Score Of Top 10 Features Of Nf-Ir21 And 

Nf-Ir28 Data Set Arranged In Descending Order 

Feature NF-IR21 Feature NF-IR28 

62-LWPFS-L5-Apx. 228.122 62-LWPFS-L5-Apx. 1120.413 

60-LWPFS-L5-Apx. 218.712 58-LWPFS-L5-Apx. 1001.245 

58-LWPFS-L5-Apx. 196.437 56-LWPFS-L5-Apx. 989.183 

63- LWPFS-L5-Del. 171.326 42-LWPFS-L5-Apx. 843.532 

28-LWPFS-L4-Apx. 163.421 63-LWPFS-L5-Del. 784.612 

49- LWPFS-L5-Del. 152.131 25-LWPFS-L4-Del. 683.749 

21-LWPFS-L4-Del. 111.162 48-LWPFS-L5-Apx. 645.153 

25-LWPFS-L4-Del. 94.248 21-LWPFS-L4-Del. 589.147 

51-LWPFS-L5-Del. 92.065 31-LWPFS-L4-Del. 543.134 

54-LWPFS-L5-Apx. 89.741 44-LWPFS-L5-Apx. 441.314 

to high resolution of Apx. And Det. frequency at 5th level 

features. 

      In each database of top ten features, there is a large gap 
in features score. This indicates that these features are 

appropriate to discriminate the healthy and non-healthy 

bearing. In order to analyze variation in datasets of bearing 

faults with respect to healthy bearing, we have evaluated 

mean and standard deviation (SD) parameters of top ten 

LWPFS features in time domain. These parameters are 

reported in Table VI, VII, VIII and IX. The results of table 

illustrate that mean value of top ten features obtained from 

NF bearing is higher than faulty bearings. This table also 

shows that mean value of top ten 

TABLE IV 

BHATTACHARYA SCORE OF TOP 10 FEATURES 

OF NF-BB7 AND NF-BB14 DATA SET ARRANGED 

IN DESCENDING ORDER 

Feature NF-BB7 Feature NF-BB14 

62-LWPFS-L5-Apx. 657.142 62-LWPFS-L5-Apx. 612.115 

58-LWPFS-L5-Apx. 612.341 58-LWPFS-L5-Apx. 601.342 

56-LWPFS-L5-Apx. 588.936 54-LWPFS-L5-Apx. 589.427 

51-LWPFS-L5-Del. 536.673 51-LWPFS-L5-Del. 574.497 

52-LWPFS-L5-Apx. 429.434 38-LWPFS-L5-Apx. 544.327 

54-LWPFS-L5-Apx. 436.342 29-LWPFS-L4-Del. 498.461 

37-LWPFS-L5-Del. 403.243 63-LWPFS-L5-Del. 435.315 

57-LWPFS-L5-Del. 389.146 39-LWPFS-L5-Del. 387.245 

43-LWPFS-L5-Del. 236.004 59-LWPFS-L5-Del. 298.164 

39-LWPFS-L5-Del. 214.491 36-LWPFS-L5-Apx. 276.322 

 

Table V 

Bhattacharya Score Of Top 10 Features Of Nf-Bb21 And 

Nf-Bb28 Data Set Arranged In Descending Order 

Feature NF-BB21 Feature NF-BB28 

62-LWPFS-L5-Apx. 1167.214 62-LWPFS-L5-Apx. 126.103 

52-LWPFS-L5-Apx. 1059.248 52-LWPFS-L5-Del. 121.124 

58-LWPFS-L5-Apx. 1018.121 56-LWPFS-L5-Apx. 101.121 

63-LWPFS-L5-Del. 987.430 58-LWPFS-L5-Apx. 89.034 

48-LWPFS-L5-Apx. 981.324 63-LWPFS-L5-Del. 81.843 

39-LWPFS-L5-Del. 802.234 43-LWPFS-L5-Del. 79.462 

54-LWPFS-L5-Apx. 788.124 36-LWPFS-L5-Apx. 71.412 

29-LWPFS-L4-Del. 685.345 30-LWPFS-L4-Apx. 69.356 

51-LWPFS-L5-Del. 603.214 33-LWPFS-L5-Del. 61.129 

46-LWPFS-L5-Apx. 588.131 48-LWPFS-L5-Apx. 58.402 

 

LWPFS of IR bearing defect is higher than that of ball BB 

faults. The results of Table VI, VII, VIII and IX also 

illustrate that the SD of top ten features of NF data is lower 

than IR7, IR14, IR21, IR28 and BB7, BB14, BB21, BB28 

bearing. It reflects that signal generated by healthy bearing 

is lees affected by noise 

compared to faulty bearing.   
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Besides stastical measurement, GSVM with several 

dimension reduction schemes having different kernel 

functions were employed in this paper to attain maximum 

validation accuracy (AC) by least number of LWPFS 

features out of top ten features. Top ten features taken from 
LWPFS decomposed vibration signal were structured 

according to their rank score of Bhattacharya space. The 

rank features (highest to lowest score) were fed to the 

GSVM one by one until the maximum 
 

Table.Vi 

Mean Of Top 10 Features Ranked By Bhattacharya 

Space Of Considered Datasets 

 

Table.Vii 

Mean Of Top 10 Features Ranked By Bhattacharya 

Space Of Considered Datasets 

 

Performance as AC was obtained.   

     A graph with number of LWPFS features versus 

validation accuracies using different classification 

approaches are shown in Fig. 5 (a) and (b) for NF-IR14 and 

NF-BB14 dataset. 

    In Fig. 5 (a), the proposed GSVM classifier achieved 100 

% validation AC for two top LWPFS features only for NF-

IR14 dataset.  

    In Fig. 5 (b), SVM using multi quadric and sigmoid 

hidden node with GDA and Gaussian kernel achieved 
maximum  validation AC of 100% for every top ten LWPFS 

features (except two features). 
 

 

 

 

 

 

Table.Viii 

Standard Deviation (±Sd) Of Top 10 Features Ranked 

By Bhattacharya Space Of Considered Datasets 

NF IR7 IR14 IR21 IR28 

±SD ±SD ±SD ±SD ±SD 

0.0143 0.0451 0.0352 0.0891 0.0365 

0.0325 0.0523 0.0435 0.0791 0.0426 

0.0294 0.0382 0.0642 0.0671 0.0534 

0.0298 0.0513 0.0158 0.0782 0.0436 

0.0453 0.0412 0.0867 0.0983 0.0642 

0.0342 0.0264 0.9843 0.0794 0.0602 

0.0145 0.0432 0.0891 0.0865 0.0732 

0.0045 0.0563 0.0756 0.0843 0.0472 

0.0161 0.0124 0.0482 0.0745 0.0263 

0.0074 0.0431 0.1423 0.0976 0.0352 

 

Table.Ix 

Standard Deviation (±Sd)  Of Top 10 Features Ranked By 

Bhattacharya Space Of Considered Datasets 

NF BB7 BB14 BB21 BB28 

±SD ±SD ±SD ±SD ±SD 

0.0143 0.0431 0.0452 0.0432 0.0532 

0.0325 0.0392 0.0352 0.0412 0.0492 

0.0294 0.0432 0.0342 0.0542 0.0392 

0.0298 0.0643 0.0762 0.0342 0.0421 

0.0453 0.0693 0.0357 0.0546 0.0392 

0.0342 0.0763 0.0321 0.0634 0.0392 

0.0145 0.0436 0.3462 0.0982 0.0491 

0.0045 0.0467 0.0421 0.0673 0.0392 

0.0161 0.0692 0.0352 0.0412 0.0631 

0.0074 0.06942 0.0453 0.0043 0.0526 

     

From Fig. 5 (a) and (b), we observed that when SVM is used 

with GDA, the faults detection AC increases compared to 

SVM with LDA and SVM with KPCA. These results clearly 
indicate the importance of GDA in fault detection AC, when 

it was applied as a feature space transformation technique. 

   In order to test the bearing faults detection performance of 

proposed automated approach, the classification 

performance were calculated in terms of , ,   and 

. 
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Fig. 5 (a).  Plots representing detection accuracies for 

different number of top ten ranked features using 

various techniques for NF-IR14 dataset 
 

 

Fig. 5 (b).  Plots representing detection accuracies for 

different number of top ten ranked features using 

various techniques for NF-BB14 dataset 
 

     To validate the robustness of our proposed scheme each 

datasets were randomly allocated as 100 out of 160 for 

training and remaining datasets for validation. The training 

and validation samples of data sets were used for simulation 

and achieved classifier performance are reported in Table X, 

XI, XII, XIII, and XIV. 

Table X   

Performance Investigation Of Gsvm Classifier For 

Bearing Fault Detection 

 Datasets  

GSVM  

Training Validation 

  
      

       NF-IR7 98 88 94 89 90 81 83 84 

       NF-IR14    95 89 86 93 92 85 84 89 

NF-IR21    97 90 91 88 91 89 87 86 

NF-IR28   92 93 94 95 88 90 89 87 

       NF-BB7  94 93 95 96 90 91 90 91 

NF-BB14   93 92 94 92 93 90 91 91 

NF-BB21  94 94 90 95 92 91 87 93 

NF-BB28  90 90 93 91 87 90 89 91 

Table Xi 

Performance Investigation Of Gsvm Classifier With 

Kpca And Rbf Kernel For Bearing Fault Detection 

Datasets   

[(KPCA and RBF kernel)+(GSVM)] 

Training  Validation  

        

       NF-IR7 95 92 95 92 92 89 92 89 

NF-IR14    98 95 96 94 94 93 93 91 

NF-IR21    96 94 96 95 93 89 93 92 

NF-IR28    98 94 97 97 95 91 92 94 

       NF-BB7 97 97 98 99 94 93 94 97 

NF-BB14 93 95 96 98 91 92 92 95 

NF-BB21  98 99 96 94 95 90 93 92 

NF-BB28   97 96 96 98 93 93 92 95 

 

   The results of Table XI demonstrate that GSVM with 

KPCA and radial basis function (RBF) achieved 

classification performance as AC: 91 to 95, SE: 89 to 93, 
SP: 92 to 94 and PPV: 89 to 97 for considered datasets. 

While results of Table XII demonstrate that GSVM with 

KPCA and Gaussian kernel achieved classification 

performance as AC: 94 to 98, SE: 87 to 96, SP: 88 to 97 and 

PPV: 93 to 98.   

    The results of Table XI, and XII shows that classification 

performance of GSVM with KPCA and Gaussian kernel is 

better than GSVM with KPCA and radial basis function. 

     The result of Table XIII shows that GSVM with GDA 

and RBF kernel gives classification performance parameters 

as AC: 97 to 98, SE: 97 to 98, SP: 96 to 100, and PPV: 97 to 
99. 

     The results of Table XV show that when GSVM is 

combined with GDA and Gaussian kernel, classification 

performance significantly improves and became AC: 99 to 

100, SE: 99 to 100, SP: 99 to 100, and 99 to 100. 
  

Table Xii 

Performance Investigation Of Gsvm Classifier With 

Kpca 

And Gaussian Kernel For Bearing Fault Detection 

Datasets  

[(KPCA and  Gaussian kernel) + (GSVM)] 

Training  Validation  

        

  NF-IR7 100 100 98 100 98 93 95 98 

NF-IR14   96 90 99 96 95 87 94 93 

NF-IR21   97 96 97 98 93 90 95 94 

NF-IR28    99 97 98 99 94 92 91 94 

 NF-BB7 97 100 100 99 94 93 88 97 

NF-BB14   100 99 99 96 98 91 96 95 

NF-BB21  99 98 98 97 95 92 97 94 

NF-BB28  98 99 100 99 98 96 93 96 
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Table XIII 

Performance Investigation Of Gsvm Classifier With Gda 

And Rbf Kernel For Bearing Fault Detection. 

Datasets   

(GDA and  RBF kernel) + (GSVM) 

Training  Validation  

    
    

  NF-IR7  100 97 99 98 97 97 96 97 

NF-IR14  99 100 99 100 98 97 98 98 

NF-IR21  100 98 99 100 98 97 99 99 

 NF-IR28  100 98 98 98 97 98 97 98 

 NF-BB7 100 97 99 98 98 97 97 96 

NF-BB14 100 99 100 100 98 97 100 99 

NF-BB21 99 98 100 99 98 97 98 98 

NF-BB28 100 99 99 100 98 98 97 98 

 

From the results of Table X, XI, XII, XIII, and XIV it can be 

concluded that the performance of GSVM with GDA and 

Gaussian kernel function has a higher performance rate. 

This is due to the combination of GSVM with Bhattacharya 
space and GDA as features dimensions transformation with 

appropriate kernel. 

IV. DISCUSSIONS 

In recent works done by authors shown in Table XV, 

authors have not considered non-linear features to detect the 

faults of bearing. Our proposed method consists of nonlinear 

LWPFS features, dimension reduction technique GDA with 

Gaussian kernel function and GSVM classifier. Our 

proposed method produced classification accuracy of 100% 

for IR and BB faults. 
 

Table Xiv 

Performance Investigation Of Gsvm Classifier With Gda 

And Gaussian Kernel For Bearing Fault Detection. 

Datasets   

(GDA and  Gaussian kernel) + (GSVM) 

Training Performance 

Validation 

Performance 

    
    

NF-IR7 100 100 100 100 100 100 98 99 

NF-

IR14  
100 100 100 100 100 100 99 99 

NF-

IR21 
100 100 100 100 100 99 99 99 

NF-

IR28  
100 100 100 100 99 100 99 99 

NF-
BB7 

100 100 100 100 99 100 99 99 

NF-

BB14  
100 100 100 100 100 100 100 100 

NF-

BB21  
100 100 100 100 100 99 100 99 

NF-

BB28  
100 100 100 100 100 99 99 100 

 

 

 

 

 

Table XV 

Recent Work Done By Authors For Investigations And 

Detection Of Bearing Faults 

 

V. CONCLUSION 

In this article, a novel automated and appropriate bearing 

fault detection approach is presented. This is based on the 
combination of GSVM, Bhattacharya space and features 

dimension reduction scheme. For this, LWPFS features are 

extracted from non-linear vibration signal. The MATLAB 

simulated results have shown that minor fluctuation in 

vibration signal can be identified. On the basis of data 

augmentation of mean and SD value of top ten LWPFS, NF 

bearing has high mean and low SD compared to IR and BB 

faults. Numerical Results of Table IV shows that proposed 

model could achieve excellent classification performance 

when using GSVM and GDA with Gaussian kernel. Form 

above results, it is concluded that proposed automated 
approach can be applied to address the diagnosis and 

analysis of bearing faults. 
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