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Abstract— In the present study, it was observed that a 

certain percentage of people with hearing and sound 

disabilities are not understood, as some non-disabled people 

do not know or master sign language, resulting in a lack of 

communication with deaf-mute people. Although it is true that 

nowadays communication and social inclusion is essential, it is 

for this reason that the mobile application for the recognition 

and interpretation of non-verbal language was implemented 

through the agile SCRUM methodology, it allows a better 

flexibility in developing the requirements established by the 

users, in addition, it adapts to the different changes in the 

development process of the mobile application based on the 

needs of the users. For the development of the application, a 

survey was made to citizens of a community, which helped to 

determine the contents of the mobile application, in which the 

information module is responsible for detailing information 

related to hand language and its application, on the other 

hand, there are the manual translation and consultation 

modules, which have the functions of translating hand 

movements, either by means of a camera or a keyboard, 

among others. As a result, several modules of the mobile 

application were developed and optimized to meet the needs of 

the surveyed users. The implementation of the mobile 

application provided communication and social inclusion 

facilities, since it allowed a better interaction between people 

without disabilities and deaf-mute people, generating 

knowledge about the meaning and execution of hand 

language. 

Keywords— Mobile Application, Communication, Sign 

Language, Non-verbal Language, Interpretation, Deaf Mutes. 

 

 

 

 

I. INTRODUCTION 

Communication is essential between people, as it allows 

mutual understanding. Over time, technological 

innovations have been implemented in order to establish 

better communication between individuals, such as the case 

of translators, which allowed a better interaction between 

people from other countries, on the other hand, there are 

the deaf-mute people who have hearing impairment as well 

as sound impairment, which causes a limitation at the time 

of communication. According to [1], there are 

approximately 25,763 inhabitants in Peru who are unable to 

hear and speak. This causes a lack of understanding in the 

population, since not everyone knows the nonverbal 

language.  On the other hand, according to [2], this 

represents 7.6% of people with disabilities. 

In several places, the lack of understanding has become 

an obstacle to communication, causing exclusion, as in the 

case of the approach of some students to a community, 

because they all spoke through hand sign language, while 

the students did not understand sign language and therefore 

could not communicate with the community [3].  These 

problems happen often, and not only in communities, but in 

everyday life, all kinds of people can meet someone with a 

disability, whether hearing, sound or any other, this 

produces a problem of understanding, since they cannot 

understand what the person with a disability wants to say, 

communication is lost or they may choose to exclude that 

person. This problem is also caused by a lack of 

orientation.  
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The English language is applied in different institutions 

with the purpose of being able to understand the way of 

speaking of other countries and to reach a good 

communication, but in the case of sign language, there are 

not many cases, the educational institutions that receive 

hearing impaired people have few tools that facilitate the 

learning of sign languages [4], in a traditional way, some 

institutions provide sign language interpretation for people 

with hearing difficulties, when requested and during the 

time they stay in the educational institution [5], This type 

of actions would facilitate the understanding of people with 

disabilities, on the other hand, on the technological side, 

applications that help the understanding of sign language 

are promoted for all types of people with disabilities. 

In this research, we propose the development of a mobile 

application as a tool for recognition and interpretation of 

nonverbal language to improve social inclusion with deaf-

mute people, in such a way that it helps to establish better 

communication, Since a certain number of people do not 

have the knowledge of non-verbal language, therefore, if 

they meet a person, whether deaf or mute, they would not 

know what to answer, that is why this mobile application 

will provide solutions and better interaction between 

people, providing understanding facilities by means of a 

camera that will allow to capture the movement of the deaf, 

mute or deaf-mute person, resulting in the translation of 

their movements, the application will also allow the 

interaction of an ordinary person with a deaf-mute person, 

by means of a keyboard or voice recognition, which will 

allow them to translate their words into various hand 

movements that will be understandable to deaf-mute 

persons. 

The present work was elaborated by means of the 

Python programming language, which allowed the use of 

artificial intelligence to carry out one of the functionalities 

of the mobile application, as well as SQL server, which 

stores the necessary information for the application. The 

structure of the research work is made up of section II, in 

which the methodology used for the elaboration of the 

proposal will be mentioned in detail. In section III the case 

study will be used forming prototypes for its better 

understanding and the results generated will be evidenced. 

In section IV the results will be discussed and conclusions 

will be presented. 

 

II. LITERATURE REVIEW 

Regarding the project, it is not the first time that the 

implementation of mobile applications, or web applications 

or research in a traditional way has been chosen to improve 

communication, whether with deaf people or with people of 

other languages. 

According to the author [6], he informs us that there are 

mobile applications that help the understanding of any 

language, also known as translators that serve to teach that 

language and thus promote better communication, an 

example of this would be the development of a mobile 

application called VocabGame that is elaborated through 

help guidelines, it was implemented through surveys, the 

application was developed with the purpose of encouraging 

the learning of English to native Arab students, as a result 

the students managed to learn the language, achieving 

better performance and understanding.  
On the other hand, the author [7] informs us that in 

certain communities far from the city, they speak through 

sign language, and their form of communication cannot be 

understood, that is why a mobile application was 

implemented through a own methodology, which was 

called Kinesika, through this mobile application several 

users who do not have knowledge of the language of hands, 

were able to recognize these languages with the help of 

various modules provided by the application. This 

application helps people with hearing or sound disabilities, 

to be able to communicate with people who do not have 

disabilities. 

In addition, the lack of understanding with deaf and 

dumb people, causes limitations and understanding 

between people, through its own methodology, a mobile 

application was established, which allows to reduce the 

communicative limitation with deaf and dumb people using 

Creative, the application has an interactive camera that 

allows the recognition of signs, as a result, the application 

allows a better interaction with people with these 

disabilities [8]. 

In short, different authors contributed with the 

implementation of different applications aimed at 

improving communication, either with people of different 

languages, or with people with hearing and hearing 

disabilities, each author mentioned a functionality in his 

section, but with the same purpose, complying with what is 

required by users through various technologies.  
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However, the form of communication through the 

Internet will be a trend in future development, so it is worth 

mentioning that in the established project it is possible to 

make improvements, such as the creation of new sections 

on its platforms, highlighting new points using new 

technologies. current trend, since new implementations 

would generate a greater impact and interest on the part of 

users. 

III. METHODOLOGY 

In this section, the chip used in the mobile application 

was detailed as well as the methodology implemented for 

the mobile application, in this case SCRUM was applied. 

The chip that was used is the NPU, which means Neural 

Processing Unit, the chip is responsible for internally 

interfering with activities related to artificial intelligence. 

Functioning is trying to similar the different functions of a 

brain. Unlike GPU and CPU, NPU solves various 

calculations that vary according to the user. Which could 

be high resolution photographs, movement prediction, 

among others. With the advancement of technology, these 

chips are often implemented by default in mobile devices, 

which facilitates application development. 

On the other hand, for the development of the project, 

the agile SCRUM methodology was implemented, because 

it provides flexibility to control and transform the 

requirements requested by the user into software [9]. The 

project is divided into sprints of 1 to 3 weeks, in which the 

results of the software deliverables are shown [10]. The 

SCRUM methodology has multiple processes that are 

divided into 5 phases: 

A. Home 

Scrum is characterized by having 3 roles, the 

ScrumMaster is the one who guides and helps the group to 

learn and apply the methodology correctly [11]. The 

Product Owner manages the product backlog based on 

customer requirements [12]. The Development Team 

converts the Backlog into software, which will be delivered 

in each sprint, the team can be made up of up to 9 

members, depending on the magnitude of the project [13].  

B. Planning and Estimation 

In this phase it is used; the elaboration of the 

requirements, as well as the development of the user 

stories, epics and tasks, as well as the functionalities of the 

product, and the establishment of the delivery of               

advances [14].  

Once identified, what is mentioned is estimated and the 

team commits to carry out each task, in this phase the sprint 

backlog is also used, also known as iteration.  

C. Implementation 

In this phase, the team discusses in meetings and the 

groups that will carry out the project are optimized, in this 

phase it is used; the creation of the deliverables, the 

refinement of the prioritized backlog, the software 

prototypes, according to the requested requirements [15]. 

Finally, a refinement is made to the prioritized backlog of 

the product. 

D. Review and retrospective 

When the sprint is completed, a review is made, where 

the Product owner and the development team review the 

sprint, in this phase the elaborated sprint is also 

demonstrated, the project owner reviews what was done, 

and analyzes the backlog; on the other hand, the 

development team mentions the problems that were found 

and what solution was given [16]. 

E. Launch 

In the last phase, two processes are carried out, in which 

the deliverables are sent, which are accepted by the clients, 

complying with the various acceptance criteria, in addition, 

at the end of the project, a general retrospective of the 

project is carried out as a group; In this phase, emphasis is 

placed on sending the deliverables accepted by the client, 

as well as on the identification, documentation and lessons 

learned during the project [17].  

IV. CASE STUDY 

In this section the case study was applied since it allows 

the development of the agile methodology in the proposed 

software. The mobile application provides an improvement 

in communication with deaf-mute people, and also helps to 

improve understanding with people who have these 

disabilities through different modules.  

One of the main actions of the mobile application is the 

recognition and interpretation of the movement of the hand 

signals, by means of the NPU chip, which is implemented 

in the cell phones. The motion detection is done through 

the camera, once the movement is captured, it is analyzed 

by the chip that hosts multiple recognition algorithms and 

machine learning, then a comparison is made with the 

server that hosts the movements, as a result shows the 

translation issued. As shown in the schematic diagram of 

the process in Fig. 1. 
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Fig. 1. Schematic diagram of the motion query process in the cell 

phone 

A. Applying the SCRUM agile Methodology 

1) Home: The Product owner established a survey to 30 

citizens of a community, in which their needs were 

determined, as well as the functions that were granted to 

the mobile application for sign recognition and 

interpretation. The results of the community survey can be 

seen in Fig. 2. 

 
Fig. 2. Results of a survey of the population of a community 

2) Planning: Once the Product owner relected the needs of 

the surveyed users, he established several user stories, as 

shown in Table I. These were developed by the scrum team 

in a certain time frame. 

 

 

 

 

 

 

 

 

 

 

 

TABLE I.  

MODULES AND USER STORIES 

Modules UH User Stories 

Information 

Module 

H1 

I as a user want the system to have 

information related to hand 

movements in order to have 

knowledge about the meaning of 

non-verbal language. 

H2 

I as a user want the system to have 

a dictionary to learn more about 

nonverbal language. 

Translation 

Consulting 

Module 

H3 

I as a user want the system to show 

me a camera to detect hand 

movement. 

H4 

I as a user want the system to 

translate the movements captured 

by the camera. 

H5 
I as administrator want the system 

to allow saving new transactions. 

Manual 

Translation 

Module 

H6 

As an administrator, I want the 

system to have a didactic keyboard 

for the hearing and speech 

impaired. 

H7 

I as an administrator want the 

system to have a didactic keyboard 

and to display a hand sign avatar for 

people without disabilities. 

3) Implementation: Once the time needed to use each 

module was determined, we proceeded with the 

implementation of each one of them: 

a) Translation Consultation Module: To establish motion 

detection, the camera captures the model taken and assigns 

various points to it, which are then compared. As shown in 

Fig. 3. Motion detection by the camera is done by means of 

three features, an infrared light camera, a dot projector and 

an IR illumination, which allows a three-dimensional 

recognition of the hand movement captured by the camera.  

By means of the IR illuminator, movements in areas that 

are not so bright can be recognized, invisible detections are 

established by the spot projector and the infrared light is 

responsible for capturing the movement. 
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Fig. 3. Hand movement detection 

Once the model is captured, a clarification of the 

captured model is established as well as a comparison of 

the image captured by the camera with the images stored 

by means of algorithms. For this purpose, reference was 

taken from the author [18], which shows the process of 

capturing the model of the hand, as shown in the code 

fragment of Fig. 4. 

 

Fig. 4. Hand Motion Capture Algorithm 

The query process starts by capturing the model that 

originates through the camera, after performing the 

recognition process, compares it with existing models and 

displays the requested translation as a result. A brief 

summary of the process is shown in Fig. 5. 

 

Fig. 5. Translation Query Module Flowchart 

b) Manual Translation Module: The application allows the 

user to interact with people with disabilities by means of a 

didactic keyboard which has several symbols with or hand 

signals for each letter, which will allow a better interaction 

with deaf-mute people. 

The person enters the message to be translated into sign 

language, the system compares the written message with 

the data stored in the server by means of various 

algorithms, at the end it displays a small avatar with the 

required translation. The process can be visualized in the 

diagram in Fig. 6. 

 
Fig. 6. Manual translation module flowchart 
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a) Information Module: The application has a dictionary 

which allows the user to learn more about sign language, 

for this the user selects the topic of interest, and the system 

displays information related to it, in which is included its 

translation into hand signs. 

 
Fig. 7. Information module flowchart 

V. RESULTS AND DISCUSSIONS 

This section shows the results based on the 

implementation of the various modules of the mobile 

application, as well as a brief commentary on similar 

works. 

A. Regarding implementation 

The established modules were implemented by means of 

sprints, which resulted in several prototypes. 

1) Sprint 1 prototypes: User stories 3 and 4 of Table I were 

taken into account. The first prototype shows the capture 

of the movement of hands by means of the camera, in 

the second prototype the requested translation is 

displayed by the camera. The prototypes show the 

function of the assigned sprint, as shown in Fig8.  

2) Sprint 2 prototypes: User stories 6 and 7 shown in Table 

I were developed. In the first prototype a didactic 

keyboard is displayed for people without disabilities, in 

the second prototype an avatar is displayed that performs 

the hand signals according to the requested translation. 

The prototypes show the function of the assigned sprint, 

as can be seen in Fig9. 

3) Sprint 3 prototype: User stories 1, 2 and 5 that are in 

Table I were applied. In the first prototype a hand 

movements information module was applied, in the 

second prototype a dictionary with information is 

displayed Detailed on topics of the language of hands 

and in the third prototype a module is shown to add new 

translations. The prototypes show the function of the 

assigned sprint, as can be seen in Fig10. 

 

Fig. 8. Prototypes of the 1st sprint 

 

Fig. 9. Prototypes of the 2nd sprint 
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Fig. 10. Prototypes of the 3rd sprint 

4) Burn Up Diagram: In order to evaluate the degree of 

elaboration that the non-verbal language recognition and 

interpretation mobile application had, the burn-up 

diagram was carried out, where the objective was to 

establish the amount of work from the beginning of the 

project to its completion, on the vertical axis are the 

history points established by the surveyed users of fig. 2 

and on the horizontal axis are the time in which it was 

used the software. as shown in Fig11. 

 

Fig. 11. Burn up diagram 

 

B. Referring to other research 

With the passage of time, mobile translators became a 

technological option to improve communication and 

facilitate mutual understanding between people, on the 

other hand, technology was advancing, and new 

technological devices were developed, as in the case of the 

implementation of a mobile application as a tool for the 

recognition and interpretation of non-verbal language, this 

application helps to establish better communication with 

deaf-mute people, this allows them to engage in 

conversation with better fluency, by means of diverse 

learning methods which allow them to generate knowledge 

of sign language, as well as the translation of messages by 

means of didactic keyboards. In comparison to the author's 

research [3], which mentions a mobile application that 

translates sign language through various modules, such as 

interactive keyboards with signs drawn on the keyboards 

and translation through voice recognition, which aims to 

eliminate communication gaps.  

The application has a finding that is very helpful, such as 

the real-time recognition of hand movements of deaf-mute 

people through the cell phone camera by means of artificial 

vision and as a result translates what is captured by the 

camera, making communication and understanding more 

feasible for deaf-mute people, as well as their social 

inclusion. On the other hand, as time goes by, new 

technologies are being discovered, therefore, the 

application should be improved, to automate processes 

according to user needs, such as more learning modules 

and adaptation of the application to all mobile device 

systems. 

VI. CONCLUSIONS 

In summary, assistance was provided to people with 

hearing and sound disabilities to enable them to 

communicate with people who do not understand sign 

language, through the implementation of a mobile 

application as a tool for the recognition and interpretation 

of non-verbal language. Following the processes of the 

application which allowed people without disabilities to 

learn about nonverbal language, as well as other options 

that were very helpful to learn more about sign language, 

the most frequently used words, as well as the elaboration 

of a hand signal, among others, were used.  
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On the other hand, for a better interaction, sign 

translation was applied by means of a camera, which 

captures the movements of deaf and dumb people, this was 

a great help for people with disabilities, since through this 

module they can communicate without having the obstacle 

of not being understood. We also implemented the 

translation through the keyboard, which was helpful to 

translate words that people without disabilities want to 

express to deaf and dumb people. 

The mobile application was developed through the agile 

SCRUM methodology, which allowed to meet the 

requirements established by the community. By means of 

this methodology it was possible to establish several 

changes to the project when the client believed it 

convenient, in addition to carrying out a great 

communication with all members and stakeholders, this 

communication contributed to the development of various 

points necessary for the project. 

On the other hand, for future deliveries of work related 

to the topic, it is recommended to investigate in more detail 

about the branches of artificial intelligence and the use that 

can be given to provide solutions to problems that may 

arise in the community, as well as the implementation of 

new modules for the mobile application. Although it is true 

that there are multiple methodologies, as a group we should 

select the one that best suits the project. 
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