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A recently proposed method implementing a pseudo absorption term in the neutron transport equation for  mode 

eigenvalue calculations in the Monte Carlo technique has been discussed. This method is known to overcome the dif-
ficulty in  mode eigenvalue calculations for fissionable systems with large subcriticality. This paper has 
demonstrated that this technique certainly can provide stable  mode eigenvalue calculations for problems that the 
original MCNP 4C fails to solve and that the figure of merit of the calculated  value is largely improved. However, 
caution should be taken that the variance of calculated  values is underestimated due to the inter-cycle correlation of 
the  values. A method that provides eigenfunctions with higher order criticality eigenvalues has been applied to the 
second order  mode eigenvalue calculations. The method partitions a whole space into two regions. The estimate of 
the multiplication factor in each region is forced to be equal to each other. This method is found to be applicable to 
calculations for the second  mode eigenfunction. The conditions on convergence of the second  mode eigenfunc-
tion are discussed. Hotelling’s method, which explicitly subtracts lower order eigenfunctions from the fission source 
distribution, has been applied to a test problem. The third and fourth order forward eigenfunctions are successfully 
obtained with the use of Hotelling’s method. 
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I. Introduction1 

A prompt neutron time decay constant (hereafter called ) 
is one of important parameters to acquire the neutronic 
property of a fissionable system. In an experiment that uses a 
fissionable material, the constant  is one of values that can 
be directly measured by the pulsed neutron method, Ross- 
method, Feynman- method and so on. On the other hand, 
an effective neutron multiplication factor keff cannot be ex-
actly measured except when the system is critical. Thus, one 
of the methods of validating criticality calculation codes is 
the comparison of the calculated  and measured . When 
validating Monte Carlo criticality calculation codes with  
value comparison, the capability of calculating  values is 
required in Monte Carlo criticality calculation codes. For 
example, Monte Carlo simulation for pulsed neutron method 
can provide an  value, which can be available for the code 
validation. Another method for obtaining an  value by the 
Monte Carlo criticality calculation method is an  eigenva-
lue mode calculation.1) The function of  eigenvalue mode 
calculation had been installed in a continuous energy Monte 
Carlo code MCNP version 4C.2) The  value obtained by the 
eigenvalue mode calculation corresponds to a fundamental 
mode. Like the criticality calculation for a fundamental 
mode neutron multiplication factor keff, the  eigenvalue 
mode calculation is relatively easy as compared to radiation 
shielding calculations that require elaborate variance reduc-
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tion techniques. The  eigenvalue and the fission source 
distribution converge toward the fundamental mode without 
any special treatments. 

On the other hand, in the measurement of an  value, the 
contamination of the measured  value by higher order 
modes is unavoidable. The effect of the higher order modes 
depends on the location of a neutron source and neutron de-
tectors. Endo et al. derived generalized but complicated 
theoretical formulae for the well-known Feynman- method 
(i.e., the second order neutron correlation technique) and the 
third order neutron correlation technique that takes into con-
sideration higher order  mode eigenvalues and 
eigenfunctions.3) A desirable technique of the measurement 
of a fundamental mode  value is to eliminate the higher 
order mode effects as much as possible. If this elimination is 
successful, simple formulae for the third order neutron cor-
relation can be applied to measuring a fundamental mode  
value. If the contamination of higher order modes is inevita-
ble, generalized but complicated formulae have to be used. 
Therefore, the knowledge on the higher order  mode ei-
genvalues and eigenfunctions is required. From these view 
points, the identification of the  mode higher order mode 
eigenfunctions and eigenvalues is important for the mea-
surement of an accurate fundamental mode  value as well 
as the code validation using  values. 

Some attempts to calculate eigenfunctions with higher 
order criticality eigenvalues have been done by Booth4,5) and 
Yamamoto.6) For example, to obtain the second eigenfunc-
tion, the method partitions a whole space into two regions. In 
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the course of the power iteration of a Monte Carlo criticality 
calculation, the amplitude of the eigenfunction in each re-
gion is adjusted such that the estimate of the eigenvalue in 
each region is forced to be equal to each other. This tech-
nique has an advantage in requiring no information on the 
lower order eigenfunctions and is suitable for Monte Carlo 
criticality calculations. Therefore, it is expected to be a mat-
ter of course that this technique may be applicable to 
generate  mode higher order eigenfunctions by Monte Car-
lo techniques. This paper may be the first attempt to obtain 
higher order mode  eigenvalues and eigenfunctions by the 
Monte Carlo technique. 

In this paper, the Monte Carlo calculation technique of an 
 mode eigenvalue is revisited. Recently, a method for im-
proving the reliability of the  mode eigenvalue calculation 
with Monte Carlo techniques has been proposed.7) The effect 
of this improvement is discussed. Then, the method for 
higher order criticality eigenfunctions with Monte Carlo 
techniques is applied to generating the second order  mode 
eigenvalue. The conditions on the convergence of the second 
order eigenfunction are treated. Finally, the prospect of fur-
ther higher order  mode eigenvalue is discussed. 

 
II. Review of  Mode Eigenvalue Calculation with 

Monte Carlo Technique 

1. Algorithm of  Mode Eigenvalue Calculation in Monte 
Carlo Technique 
Before discussing the higher order  mode calculation, 

the fundamental mode calculation for an  eigenvalue with 
Monte Carlo technique is discussed. A neutron transport 
equation in the prompt neutron decay constant eigenvalue 
mode is written as 
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where r is a three-dimensional position and v(E) is a neutron 
velocity with energy E. The subscript p stands for the value 
of prompt neutrons. Other notations are standard in neutron-
ics. In this transport equation for a subcritical system, the 
fundamental mode neutron flux changes exponentially with 
the fundamental mode eigenvalue (i.e., time-decay constant) 
 (>0) after higher order modes die out as 

tetEr  ),,,(


. (2) 

If a fissionable system is supercritical without delayed 
neutrons, the neutron flux grows exponentially with the 
time-decay constant  (<0). In a subcritical fissionable sys-
tem, the last term in Eq. (1) plays a role as a source term to 
make the eigenvalue mode equation hold stable. Yamamoto 
et al. adopted a following different approach for implement-
ing the last term in Eq. (1) during the random walk of Monte 
Carlo calculations.8) The existence of the last term in Eq. (1) 

shows that neutron weight increase or decrease when a neu-
tron flies through a medium. If the neutron flux in the last 
term in Eq. (1) is replaced by the neutron weight, the term 
represents the weight change per unit particle flight distance. 
Thus, the weight change dW of a neutron particle that flies 
by an infinitesimal length of ds is given by 

dsWEdW  )(/v . (3) 

Here, suppose that the  value is known from the calculation 
in the previous cycle of a power iteration. After the flight of 
a length s, an initial weight W0 is changed to W as 

W= ))(/exp(0 EsW v . (4) 

Ti , the product of the track length and the weight in the i-th 
flight with a length si, is defined by 
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where )(Eiv  is the neutron velocity of the i-th flight. The 

number of fission neutrons n used for the starting source 
neutrons in the next cycle is determined by 

  )(   tfpWINTn  (6) 

where   is a uniform pseudorandom number between 0 

and 1, and INT stands for the integer part of the value within 
the parentheses. Note that the second term in the parentheses 
in Eq. (6) is not divided by keff unlike criticality calculations. 

The integration of two terms on the left hand side in 
Eq. (1) over all phase space throughout one cycle calculation 
is equal to total loss of neutrons due to absorption and es-
cape. Thus, the integration is given by the sum of the total 
weight of starting source particles and increase in weight due 
to Eq. (3). The scattering term in Eq. (1) does not contribute 
to the weight change. By integrating the last two terms in 
Eq. (1) over all phase space throughout one cycle and solv-
ing for , an eigenvalue   is estimated as 
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where 
i is summed over all track lengths in a cycle,  
N = number of source histories per cycle, 

)1))(/(exp(0  EsWW ii iv . (8) 

Using Eqs. (5) and (8), Eq. (7) is rewritten as 
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Then, the next cycle calculation uses   for the  value in 
Eqs. (4) and (5). A final solution of  eigenvalue is given by 
simply averaging the   values of all active cycles after 
discarding some initial cycles that may be contaminated by 
not fully converged fission source distribution. 
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For a fissionable system with a large subcriticality, the 
last term in Eq. (1) (i.e., source term) becomes more domi-
nant than the second last term in Eq. (1) (i.e., fission term) 
since the large subcritical system has a large  value. In such 
a case, the neutron weight becomes too large to keep sus-
tainable Monte Carlo power iteration.9) Abnormal 
terminations in  mode eigenvalue calculations were re-
ported in the original MCNP version 4C.7) To make  mode 
eigenvalue calculations more stable, Yen et al. introduced a 
pseudo neutron absorption term in the  eigenvalue mode 
neutron transport equation as 
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where 

)(/),(),(* EErEr tt v  . (11) 

The term )(/ Ev in Eq. (11) increases the macroscopic 

total cross sections, leading to increase in neutron absorption. 
A parameter  is appropriately adjusted so that the  eigen-
value mode calculation can be stable. The pseudo absorption 
term can be implemented by replacing  by (1+) in 
Eqs. (4), (5) and (8). Equation (7) is still available for ob-
taining the  for the next cycle calculation even when the 
pseudo absorption term is introduced. The last term in the 
numerator in Eq. (9) is almost equal to N, the number of 
source histories per cycle, regardless of  after the power 
iteration enters a stable cycle. On the other hand, the deno-
minator in Eq. (9) increases with increasing . Therefore, as 
seen in Eq. (9), the change in the  value (i.e.,   ) in 
each iteration is suppressed by introducing the pseudo ab-
sorption term. The effect of the pseudo absorption term is 
shown below. 

 
2. Examples of  Mode Eigenvalue Calculations in Monte 

Carlo Technique 
As numerical tests for the algorithm of  mode eigenva-

lue calculations explained above,  mode eigenvalue 
calculations were performed for a solution fuel of enriched 
uranyl nitrate that was used in the Static Criticality Experi-
mental Facility (STACY) at the Japan Atomic Energy 
Agency.10) Although the experiments in Ref. 10) were per-
formed for 9.97-wt.%-enriched uranyl nitrate solution, the 
235U enrichment for the test calculations was approximately 
6 wt.% that was used for the experiment campaign of the 
STACY in 2004. The uranium concentration was approx-
imately 378 g/. The experimental core configuration for the 
numerical tests was an unreflected cylindrical form with the 
diameter of 79 cm and the height of approximately 55 cm. 
The solution fuel was contained in a cylindrical core tank 
made of stainless steel. The keff of the fuel solution was ap-
proximately 0.960.  

The algorithm explained above was implemented into 
MCNP 4C. The  mode eigenvalue calculations for the cy-
lindrical fuel solution system were performed with 25 
inactive cycles and 1,000 active cycles at 10,000 neutrons 
per cycle. The calculated  values, their standard deviations 
and the relative figure of merit (FOM) for several adjustment 
parameters  are listed in Table 1. The keff’s, which would 
be exactly unity in the  mode eigenvalue calculations, are 
also listed in Table 1. The FOM are defined as 1/T2, where 
T is the CPU time and  is the standard deviation. Note that 
these  values and their standard deviations are the results of 
simple statistical processing over 1,000 active cycles. Ta-
ble 1 shows that the standard deviation decreases as the 
parameter  increases. Figure 1 shows the transitions of the 
calculated  values in each cycle for several  values. As 
shown in Fig. 1, the fluctuation of calculated  values be-
comes suppressed as the parameter  increases. Furthermore, 
an apparent correlation of  values between neighboring 
cycles is seen for larger . In other words, the   value 
calculated by Eq. (7) is influenced by the  value that is used 
in Eqs. (4) and (5). In the algorithm of this paper, the  value 
of Eqs. (4) and (5) in the next cycle uses the   value ob-
tained in the previous cycle. Under such a situation with the 
inter-cycle correlation, simple statistical processing of  
values underestimates the standard deviation. This is a 
common problem arising in criticality calculations that al-
ways entail the inter-cycle correlation of fission source 
distribution. How to estimate an  value used for the next 
cycle and how to estimate the true standard deviation would 
be a research issue in the future. However, it is certain that 
introducing the pseudo absorption term in the  eigenvalue 
mode neutron transport equation makes  mode eigenvalue 
calculations stable and reliable. 

To verify the  values calculated by the  eigenvalue 
mode, an equivalent  value was obtained by a different 
calculation technique using the same Monte Carlo code 
(MCNP 4C) and the same cross section library (JENDL-3.3). 
As one of the techniques for the verification, the simulation 
of the pulsed neutron experiment was performed. Pulsed 
fission neutrons were generated uniformly within the whole 
fuel region, and then the subsequent neutron counts were 
accumulated in time bins. The decay constant , which is 
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Fig. 1 Calculated  value transitions with and without pseudo 
absorption term 
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deemed to be equivalent to the  mode eigenvalue, was ob-
tained by fitting the neutron time-decay in the duration when 
the higher order mode fluxes apparently decay. The  value 
obtained by the pulsed neutron simulation is also listed in 
Table 1. The  values obtained by the different  values and 
the pulsed neutron experiment simulation indicate agreement 
with each other within the statistical uncertainties.  

This test problem is a moderate subcritical system that 
MCNP 4C can successfully yield a converged  eigenvalue. 
In another test problem, the 235U enrichment and the uranium 
concentration were reduced to 4 wt.% and 200 g/, respec-
tively. The height of the cylindrical fuel solution was set to 
35 cm with other conditions being identical to the previous 
test problem. The keff of this fuel solution was approximately 
0.537. An  mode eigenvalue calculation by the original 
MCNP 4C abnormally halted before all cycles to be done 
were completed. The modified MCNP 4C with the adjust-
ment parameter  = 0 also failed to keep a sustainable power 
iteration of  mode eigenvalue. The parameter  was ad-
justed so that the  mode eigenvalue calculations were 
normally terminated. Table 2 also shows the results with 
several  values for the large subcritical system. In this sys-
tem, the calculations were found to be successfully finished 
when the parameter  was larger than 2.0. Again, Fig. 2 
shows the transitions of the calculated  values in each cycle 
for several 's. Even for the smallest , the  values oscillate 
around the average  value with a longer period as opposed 
to the case with  = 0 in Fig. 1. Thus, a certain level of in-
ter-cycle correlation of an  value is inevitable for a large 
subcritical fissionable system. The simulation of the pulsed 
neutron experiment was also performed for this large sub-
critical system. In the same manner as the previous test 
problem, the time-decay constant was obtained and is listed 
in Table 2. The  values in Table 2 agree well with each 
other regardless of the parameter  and the calculation me-
thods. 

 
III.  Mode Higher Order Eigenvalue Calculation in 

Monte Carlo Technique 

1. Convergence of Fundamental  Mode Eigenvalue 
In this section, higher order  mode eigenvalue calcula-

tions using the power iteration method are discussed. Higher 
order mode calculations usually require subtraction of lower 
order eigenfunctions from the fission source distribution as 
represented by Hotelling’s method.11,12) Monte Carlo me-
thods, however, have difficulties to make subtraction since 
Monte Carlo methods define the neutron flux distribution by 
many particles being randomly distributed throughout a fis-
sionable system.  

Some attempts to perform higher order criticality eigen-
values without subtraction technique have been done by 
Booth4,5) and Yamamoto.6) This technique is suitable for 
Monte Carlo calculations. This paper attempts to apply the 
technique to higher order  mode eigenvalue calculations.  

In the power iteration method for a fundamental mode  
eigenvalue calculation, the initial fission source distribution, 

Table 1  Calculated  values of 6-wt.%-enriched uranyl nitrate solution for several 's  

 
  (s-1) 

Relative 
FOM of   

i iW  keff 

 mode eigenvalue 
calculation 

0.0 689.1 ± 5.5 1.0 398.8 ± 3.2 1.00010 ± 0.00042
2.0 689.5 ± 2.3 5.6 1177.7 ± 4.1 1.00016 ± 0.00024
5.0 691.9 ± 1.6 11.1 2376.4 ± 6.0 1.00017 ± 0.00021

Pulsed neutron me-
thod simulation ― 689.0 ± 0.2 ―  ― 

 

Table 2  Calculated  values of 4 wt.% enriched uranium solution for several 's 

 
  (s-1) 

Relative 
FOM of  i iW  keff 

 mode eigenvalue 
calculation 

2.0 4168.4 ± 1.5 1.0 20060 ± 18 1.00035± 0.00067 
3.5 4168.5 ± 0.8 3.5 30080 ± 19 0.99995± 0.00033 
5.0 4170.2 ± 0.7 4.8 40115 ± 20 1.00001± 0.00028 

Pulsed neutron me-
thod simulation 

― 4171.2 ± 0.8 ― ― ― 
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which may be far from the fundamental  mode, is given at 
the beginning of the calculation. The ratio of a higher order 
eigenfunction’s amplitude to the fundamental mode’s one 
attenuates at each power iteration, then the fission source 
distribution converges to the fundamental mode. Let the fis-
sion source distribution and the i-th mode eigenfunction be 

)(rP  and )(ri , i=1, 2, …, respectively. The fission 
source distribution is given by 
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where 
  ),( Erf = macroscopic fission cross section of neutron 

energy E at position r. 
Here, ki is defined as the i-th eigenvalue of -mode equ-

ation of Eq. (1) for a given  value, and is ordered k1>k2≥k3≥, 
…, >0 where the eigenvalues are assumed to be real and 
positive. If the  value is equal to 1, the fundamental mode 
eigenvalue of Eq. (1), then k1 = 1. If  > 1, then k1 > 1. An 
operator A, which corresponds to a single power iteration, is 
introduced, then 

)()( rkrA iii   . (13) 

Because of completeness, an arbitrary fission source distri-
bution )(rP  can be expanded as a linear combination of 

the eigenfunctions 
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where ci is an amplitude of the i-th eigenfunction. )(rP  is 

normalized at each iteration throughout the Monte Carlo 
calculation. For example, 

 drrPN )( , (15) 

where N is the number of particles per iteration. Applying 
the operator A to )(rP  stands for obtaining the fission 

source distribution in the next iteration: 
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Since k1 > k2 ≥ k3 ≥, …, > 0, applying the operator A many 
times with a constant  value has the limit as: 
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where only the eigenfunction with the largest eigenvalue 
survives. Actually, the  value is updated at each iteration by 
Eq. (7). If  > 1 > 0 and )(rP  is assumed to be approx-

imately proportional to the fundamental mode eigenfunction 
)(1 r  after some iterations with the constant  value, then 

NNkT
i ifp  1 . (18) 

due to k1 > 1.Thus, as can be understood from Eq. (9),   < 
, which says that the  value does not diverge from the 
fundamental mode eigenvalue 1 corresponding to k1 = 1. 
 
2. Convergence of Second  Mode Eigenvalue 

Here, a method for obtaining higher order criticality ei-
genvalues, which was proposed by Booth,4) is applied to 
seeking the second  mode eigenvalue. This method parti-
tions the space into two regions RI and RII. Two k2’s in the 
n-th iteration are defined as:  
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and )()1( rP n  is the fission source distribution in the 

(n-1)th iteration. How the space is partitioned into two re-
gions might be arbitrary. However, it is preferable to 
partition the space according to the sign of )(rP .6) For ex-

ample, )(rP >0 in RI and )(rP <0 in RII. 

The method utilizes the property that )(
2

nIk = )(
2

nIIk  

= 2k when )()( 2 rrP  . When )(
2

)(
2

nIInI kk  , this fact 

means that the component in the region RI is growing faster 
than in the region RII and vice versa. Modifying the fission 
source distribution to keep two components growing at the 
same rate leads to suppressing the fundamental mode eigen-
function relative to the second one. This was proved by 
Booth4) and Yamamoto6) for criticality eigenvalue problems. 
Such a modification of the fission source distribution after 
each power iteration would be expected eventually to lead to 
convergence toward the second  mode eigenfunction. 
Booth proposes that the fission source distribution for the 

next iteration )()( rP n  be modified as 

  )()( )1()(
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)( rAPkkrP nnInIIn 


 for IRr , (25) 

or 
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

 for IIRr , (26) 

where  >1. Then, the modified fission source distribution 

)()( rP n  gets renormalized as in Eq. (15). The modified 

distribution is used as )(rP  in the next cycle. In the case of 

a criticality eigenvalue problem, the range of  that allows a 
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convergence toward the second eigenfunction is given by4,6) 

)()(1 2121 kkkk   . (27) 

In the case of an  mode eigenvalue problem, such a 
range of  for convergence cannot be straightforwardly de-
rived since the  value is updated each iteration. The 
eigenfunctions change with the  value while the eigenfunc-
tions of a criticality mode eigenvalue problem are fixed 
throughout the calculation. The range of  for convergence is 
to be studied empirically in the following section. 

 
IV. Numerical Applications 

1. Second  Mode Eigenvalue 
The technique for the second  mode eigenvalue that 

uses Eq. (25) or (26) was applied to a simple test problem in 
two neutron energy groups. A system for the test problem 
was composed of two fissionable infinite slabs decoupled by 
an intervening non-fissionable material. The geometry is 
symmetric as shown in Fig. 3. The two-energy group con-
stants for the test problem are shown in Table 3. The 
scattering was isotropic in the laboratory system. The nota-
tions in Table 3 are standard. This system is subcritical, and 
the keff without delayed neutrons is 0.958. 

For higher order mode calculations in the Monte Carlo 
technique, positive and negative weights need to be can-
celled during the course of the calculation. The cancellation 
should be conducted in a pointwise manner. Monte Carlo 
methods, however, have a difficulty to make such a point-
wise cancellation of positive and negative weights. Booth4) 
used a point-detector like technique for the point cancella-
tion. This technique, however, raises a problem how to 
decide the point positions and the number of points. Fur-
thermore, due to the point-detector like property, it takes 
long computation time. The computing burden becomes 
larger in proportion to the square of the number of points 
used for the pointwise cancellation. 

Recently, Booth et al. developed an exact method that 
cancels positive and negative weights over a region instead 
of at points or in small discretized bins and has the potential 
of being significantly more efficient than the other two.13) 

Here, for the cancellation of positive and negative weights, 
the geometry of this problem was divided into 200 zones in 
the fissionable slabs and 40 zones in the intervening slab. 
The fission reaction rates calculated with the track length 

estimators were accumulated in the zones. The positive and 
negative weights of the signed particles were cancelled in the 
divided zones. At the end of each cycle, the relative fission 
source intensity in each zone was determined in proportion 
to the fission reaction rate in the zone. The fission source 
sites for the next cycle were positioned uniformly within 
each zone. This cancellation technique is not exact as com-
pared to the pointwise cancellation using the point 
detector-like technique. The source normalization scheme 
and cancellation technique that were used in this test prob-
lem would not significantly affect calculation results if a 
zone division is fine enough. Monte Carlo calculations were 
performed for 2,070 cycles with 20,000 neutrons per cycle 
with the first 70 cycles skipped. The adjustment parameter in 
Eq. (10) was set to  = 0 throughout the calculations of the 
test problem. 

The first  mode eigenfunction and eigenvalue for the 
forward and adjoint problems were obtained by the tech-
nique in Section II. The adjoint eigenfunction was calculated 
because it is used later for higher order mode calculations. 
The calculated  values are listed in Table 4 along with the 
 value calculated by the ONEDANT deterministic discrete 
ordinates code14) with the same group constants. The 
ONEDANT calculation was performed with S24 quadrature 
and mesh boundaries at 0.25 cm intervals. Three  values 
indicate agreement within the statistical uncertainties. 

The whole space was partitioned symmetrically into two 
regions. The left side fissionable material (0 ≤ x ≤ 25 cm) 

Fig. 3 Calculation model for test problem 
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Table 3 Two-group constants for test problem 

 Material 1 Material 2 
1
t

* (cm-1) 0.2 0.2 

2
t  (cm-1) 0.4 0.4 

1
a  (cm-1) 0.07 0.05 

2
a  (cm-1) 0.12 0.05 

1
f  (cm-1) 0.02 0 

2
f  (cm-1) 0.07 0 

11s  (cm-1) 0.06565 0.07575 

21s  (cm-1) 0.06435 0.07425 

12s  (cm-1) 0.0028 0.0035 

22s  (cm-1) 0.2772 0.3465 

p 2.5 ― 

1 1 ― 

2 0 ― 

v1 (cm/s) 7103  7103  

v2 (cm/s) 5103  5103  

* The superscripts means neutron energy group. 
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was assigned to the region I, and the right side (30 ≤ x ≤ 
55 cm) to the region II as shown in Fig. 3. The initial starting 
particles of positive weight +1 were randomly assigned in 
the region 0 ≤ x ≤ 25 cm and 30 ≤ x ≤ 38 cm. On the other 
hand, the initial starting particles of negative weight −1 were 
randomly assigned in the region 38 ≤ x ≤ 55 cm. The asym-
metric distribution of the positive and negative weights was 
intentionally given for testing the convergence of the second 
eigenfunction. Following Eqs. (19) through (24), the second 
eigenvalue ik2  in the i-th divided region were calculated 
by: 





iN

k
kj jfpj

i wwtk
1

2  ,  i = I or II, (28) 

where 
j is summed over all trajectories in the i-th region, and 
wj =  particle weight in the j-th trajectory (positive or 

negative),  
tj =   track length in the j-th trajectory, 
Ni =  the number of particles starting from the i-th region, 
wk =  particle weight of the k-th starting particle (positive 

or negative). 
The terms in Eq. (7) for obtaining an  value over the whole 
system were calculated as follows: 





sN

i
iwN

1

, (29) 

 
m j

m
ji WW  , (30) 

  
m

m
jj fp

m
ji ifp wtT  , (31) 

 i ii ET )(/ v  m
m
jj

m
j wt , (32) 

where 
m was summed over the all discretization zones, and 
j was summed over all trajectories in the m-th discretization 
zone, and 
Ns=  number of all starting neutrons in one cycle, 

m
jW = weight change in the j-th trajectory in the m-th dis-

cretization zone (positive or negative), 
m
jt =  track length in the j-th trajectory in the m-th discre-

tization zone, 
m
jw =  particle weight in the j-th trajectory in the m-th dis-

cretization zone (positive or negative). 

A method is introduced to assess the convergence of the 
fission source distribution toward the second eigenfunction.6) 
Auxiliary eigenvectors f and g are defined that are associated 
with the first eigenfunction and second eigenfunction as fol-
lows, respectively: 

 tf,1f , (33) 

 tg,1g , (34) 

where t implies transpose, and 


IRIIR

drrdrrf )()( 11  , (35) 


IRIIR

drrdrrg )()( 22  . (36) 

It is assumed that )()( rP n  consists of the first eigenfunc-

tion )(1 r  and second eigenfunction )(2 r  and that the 

eigenfunctions )(rc ii  with i >2 already become insignifi-

cant after some iterations. That is, 

)()()( 2
)(

21
)(

1
)( rcrcrP nnn   . (37) 

The amplitudes of )(1 r  and )(2 r  in the n-th iteration, 

which are denoted by )(
1

nc and )(
2
nc , respectively, are given 

by: 


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where 









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
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1111
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g

fggf
U . (39) 

A parameter )(
2

)(
1 / nn cc  becomes smaller as the fission 

source distribution converges to the second eigenfunction. 

Thus, the parameter )(
2

)(
1 / nn cc  is used as a measure for 

assessing how the second eigenfunction is dominant over the 
first one and how the convergence to the second eigenfunc-
tion is attained. 

Since the test problem is symmetrical, it follows that f = 

1 and g = −1. The transitions of the parameter )(
2

)(
1 / nn cc  

during the initial cycles were calculated for several  values 
(defined in Eqs. (25) or (26)), and they are shown in Fig. 4. 

When  is close to unity, e.g.,  = 1.2, )(
2

)(
1 / nn cc  becomes 

zero slowly. As  becomes larger, )(
2

)(
1 / nn cc  becomes zero 

earlier. However, significant undershoots of )(
2

)(
1 / nn cc  are 

seen for  = 2.8 and 5.0. If  is larger than around 8.0, the 
calculation is abnormally terminated due to the large under-
shoot. Figure 4 illustrates that the second  mode eigenvalue 
calculations seem to be performed successfully by selecting 
a  value appropriately. 

Table 4 First  mode eigenvalue for test problem 

  (s-1) keff 

 value by Monte Carlo 
calculation (forward) 

2155.4 ± 6.2 
1.00006 ± 
0.00014 

 value by Monte Carlo 
calculation (adjoint)

2152.6 ± 6.5 
1.00004 ± 
0.00019 

 value by ONEDANT 2157.8 ― 
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The calculated second  eigenvalues for the forward and 
adjoint problems are listed in Table 5. Since no existing 
calculation method is available for verification of the second 
 eigenvalues, the simulation of a pulsed neutron method 
was performed. Pulsed neutrons in the first energy group 
were injected at x = 8.0 cm, and then the subsequent neutron 
counts were accumulated in time bins with the interval of 10 
 second. The point where the source neutrons were gener-
ated was determined so as to excite the second and third 
eigenfunctions. The time-dependent angular flux distribu-

tions ),,( trg Ω  in the g-th energy group can be expanded 

as a linear combination of the eigenfunctions, 







1

),()(),,(
i

g
ii

g rtctr ΩΩ  , (40) 

where )(tci is a time-dependent amplitude of the i-th eigen-

function, and ),( Ωrg
i  is the i-th eigenfunction of the 

forward angular flux in the g-th energy group. The forward 
angular eigenfunction and adjoint angular eigenfunction 

),(* Ωrg
i  satisfy the orthogonal conditions, 

0),(),(
1

1
4

*  


G

g
V

g
n

g
m rrddr


 ΩΩΩ

gv
 for nm  , (41) 

and 

0),(),(
1

1
4

*  


G

g
V

g
n

g
m rrddr


 ΩΩΩ

gv
 for m = n, (42) 

where vg is the neutron velocity in the g-th energy group. 
Using Eq. (40) and this orthogonality, the time-dependent 
amplitude of the i-th eigenfunction is given by 
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v

v
. (43) 

The time-dependent amplitude of the i-th eigenfunction 

asymptotically decays with time as follows: 

t
i

ietc )(  (44) 

where i is the i-th mode eigenvalue. The relative amplitudes 

of the first and second eigenfunctions are shown in Fig. 5. 
The second  mode eigenvalue that is listed in the last row 
in Table 5 was obtained by fitting the time-decay of the am-
plitude of the second eigenfunction. The second  mode 
eigenvalues calculated by the  mode eigenvalue calcula-
tions indicate good agreement with the one by the pulsed 
neutron simulation. This agreement constitutes verification 
of the eigenvalue mode calculation for the second  mode. 
 
2. Third and Higher  Mode Eigenvalue 

Booth successfully obtained the third and higher criticali-
ty eigenvalues by the method that partitions the whole space 
into several regions without knowing lower order eigenfunc-
tions.4) The author attempted in vain to obtain the third  
mode eigenvalue. Then, Hotelling’s method, which explicit-
ly subtracts the first and second eigenfunction during the 
power iteration, was adopted for the third  mode eigenvalue 

calculation. Suppose that the angular flux ),()( Ωrng  is 

obtained after the n-th power iteration. The angular flux 

),()1( Ωrng   used for a starter in the (n+1)th power itera-

tion is obtained by subtracting the first and second  mode 
eigenfunctions as 

),(),(),(

),(

2
)(

21
)(

1
)(

)1(

ΩΩΩ

Ω

rcrcr

r
gngnng

ng


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
 (45) 
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v

v
, 

i = 1, 2. (46) 

This subtraction procedure is also performed for the cal-
culation of the adjoint angular flux. As far as the test 
problem in this paper is concerned, convergence of the  
mode eigenvalue calculations was achieved up to the forth  
mode eigenvalue calculation. The calculated third  eigen-
values for the forward and adjoint problems are listed in 
Table 6. The relative amplitude of the third eigenfunction 

Table 5 Second  mode eigenvalue for test problem 

  (s-1) keff 

 value by Monte Carlo 
calculation (forward) 

5703.9 ± 8.1 
1.00012 ± 
0.00018 

 value by Monte Carlo 
calculation (adjoint)

5726.0 ± 6.3 
1.00004± 
0.00019 

Pulsed neutron method 
simulation 

5708.3 ± 0.8 ― 
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Fig. 4 )(
2
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1 / nn cc transitions for several 's. 
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calculated by Eq. (46) is also shown in Fig. 5. The third  
mode eigenvalue obtained by fitting the time-decay of the 
amplitude of the third eigenfunction is listed in Table 6. As 
time elapses after the pulse generation, the time-dependent 
flux distributions ),,( trg Ω  get closer to the first eigen-
function due to the faster decays of higher order 
eigenfunctions. The amplitude of the third eigenfunction 
c3(t) approaches zero rapidly, which inevitably makes the 
calculation of c3(t) inaccurate. However, the agreement be-
tween the third  mode eigenvalue by the pulsed neutron 
method and the one by the  mode eigenvalue calculation 
may be satisfactory by considering the standard deviations. 
The calculated fourth  mode eigenvalue was 25,478 ± 68 
(s−1). It was unable to perform the fourth order adjoint cal-
culation and calculations higher than the fourth order with 
Hotelling’s method. Relative forward eigenfunction distribu-
tions of the first (i.e., fundamental mode), second, third, and 
fourth orders are shown in Fig. 6. 

 
V. Conclusions 

It has been reported in many literatures that  mode ei-
genvalue calculations in the Monte Carlo technique are 
difficult for fissionable systems with large subcriticality. 
Implementing a pseudo absorption term in the neutron 
transport equation, which was proposed by Yen et al., over-
comes the difficulty. The author demonstrated that this 
technique certainly can provide stable  mode eigenvalue 
calculations for problems that the original MCNP 4C fails to 
solve. In addition, the figure of merit of the calculated  
value is largely improved by introducing the pseudo absorp-

tion term. However, the  value calculated in a cycle is in-
fluenced by the  value used for the calculation when 
introducing the pseudo absorption term. Thus, if the  value 
obtained in the previous cycle is used in the next cycle cal-
culation, the variance of the calculated  values would be 
underestimated. How to estimate an  value used for the 
next cycle and how to estimate the true standard deviation 
would be a research issue in the future. The  values calcu-
lated by the  mode eigenvalue calculations were verified by 
comparing the values obtained by the pulsed neutron simula-
tion calculations. 

The method that provides eigenfunctions with higher or-
der criticality eigenvalues was applied to higher order  
mode eigenvalue calculations. To obtain the second eigen-
function, the method partitions the whole space into two 
regions. The estimate of the multiplication factor in each 
region is forced to be equal to each other. The method was 
found to be applicable to calculations for the second  mode 
eigenfunction. This paper may be the first attempt to obtain 
higher order  mode eigenvalues and eigenfunctions by the 
Monte Carlo technique. The factor  (>1) in Eqs. (25) or (26) 
needs to be specified in this method. However, the theoreti-
cal basis of the appropriate range of the factor  in Eqs. (25) 
or (26) has not been given in this paper. As it now stands, 
the factor  has to be determined through a trial and error 
process. 

The numerical examples in this work indicates that the 
second  eigenvalue calculated by the proposed method was 
verified by the simulation of the pulsed neutron method. For 
 mode eigenvalue problem higher than the second order, 
Hotelling’s method was applied. This method explicitly sub-
tracts lower order eigenfunctions from the fission source 
distribution. The third and fourth order forward eigenfunc-
tions of the test problem were successfully obtained with the 
use of Hotelling’s method. 

Like higher order criticality calculations, higher order  
mode eigenvalue calculations in the Monte Carlo method 
requires the cancellation of positive and negative weights of 
particles. This work adopted the space discretization tech-
nique for the cancellation of the signed particles as an 

Fig. 6 Eigenfunction distributions of test problem 
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Table 6 Third  mode eigenvalue for test problem 

  (s-1) keff 

 value by Monte Carlo 
calculation (forward) 

16845 ± 12 
1.00008 ± 
0.00022 

 value by Monte Carlo 
calculation (adjoint)

16908 ± 12 
1.00033 ± 
0.00046 

Pulsed neutron method 
simulation 

16613 ± 12 ― 
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alternative. Recently, an exact method for canceling positive 
and negative particle weights has been developed by Booth 
et al. The adoption of the new method would be promising 
for higher order mode calculations by the Monte Carlo me-
thod. 
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