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ABSTRACT

Aerial photographs of buildings are often used as memorabilia sold by trading companies. Such photographs
come with an issue regarding the address of the shown buildings, since the recording location of the camera may
be known, but shows a spatial distance to the actual subject of the image. In addition to that, also this recording
location is often not known in detail but only roughly in the form of the flight route/area. To address this problem, a
methodology for reverse geocoding is proposed, allowing to identify the position of buildings that are photographed
from aerial vehicles. This is done using a process for extending recording locations and a second process based on
the registration of invariant features within aerial shots compared to maps.
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1 INTRODUCTION

Aerial shots of private buildings are a kind of memora-
bilia, that is typical for european countries, especially
Austria. For this, trading companies are flying across
the country with helicopters, airplanes or even drones
making those unique products. Especially, in the case
of the first two vehicles, a pilot is accompanied by an
additional photographer. This photographer is typically
using some system camera in combination with a tele-
photo lens and is responsible for creating the photos.
To do so, the photographer sits in the respective aerial
vehicle and tries to capture a good clipping of the tar-
get buildings from the vehicle’s side window by adapt-
ing the recording angle (as far as possible) and espe-
cially by changing the zoom level. Depending on the
area, respectively the number of buildings at the spe-
cific location, multiple clippings may be overlapping
and show related information like neighborhoods. After
the flight, salespersons are trying to reference the pho-
tographs with maps to identify the exact addresses and
like this be able to contact the owners of the buildings as
basis for a sales pitch. Especially, this manual reference
process still requires a lot of time and work due to the
situation that although the position of the aerial vehicle
is known, the actual viewing direction of the photogra-
pher as well as the position and with this the addresses
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of the focused buildings are unknown. Next to already
globally referenced photographs, such trading compa-
nies often also have huge archives of never sold images,
for which not even the exact recording position but only
the rough flying route/area is known. To tackle these
problems, the present work introduces a methodology
for reverse geocoding aerial shots.

2 MATERIAL

The proposed methodology is developed in reference
to the image archive of our project partner. This
archive consists of hundreds of images, which partially
contain coordinates of the Global Positioning System
(GPS) [HWLC12] related to the recording positions.
Next to images with GPS information, there are also
many images with an artificial annotation, referencing
a physical map or a textual protocol, where the flight
area/route is recorded. One sample for each case is

shown in[Figure 1

3 METHODOLOGY

In this work a methodology is proposed based on two
independent sub processes, with the first process used
for images, where the recording location is known,
and the second process, where only the rough flight
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Figure 1: Sa(lilr)lples images of the used(gzzrial photog-
raphy archive showing (a) a not geo-referenced image
from 2004 with a textual note at the left corner (zoomed
in for better visibility) and (b) an image from 2018 for
which the recording location is known in the form of
EXIF data.

route/area is known, which leads to time-intensive cal-
culations. This methodology is shown in|Figure 2|

Aerial Images
GPS available?
Yes:

| Get Topography |

Route/area N
available?
Yes

| Rectify aerial images | |Get digital map of area |

| Stitch images |
v
Extract invariant

information (e.g. roofs,
streets, ...)

Register images

| Extend Location |

Get Position

Reverse geocoding |

Figure 2: The overall process used for geocoding aerial
images. Depending on the situation, if the images con-
tain GPS information, the process either tries to refer-
ence the photographed buildings based on a topography
model of the area or based on a registration process in
reference to digital map services.

3.1 Extending Recording Location

For images, where the recording location is known in
the form of GPS information, the reverse geocoding is
done based on a ray tracing approach that tries to find
the position and with this the address of the building
based on the position of the helicopter, its flight height
and a topography model of the surrounding area. The
topography model is required because of the deviating
ground level of the photographed building due to e.g.
hills compared to the sea level, which is used as refer-
ence of the flight height. This setup is shown in [F1g-
ure 3|

The GPS positions of the recording locations during a
flight allow estimating the route of the helicopter/air-
plane using splines. In combination with the knowl-
edge, that the photographer either takes the images from
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Figure 3: Record situation showing the known record
position, the flight height and the unknown distance as
well recording angle.

the left or the right side window of the aerial vehicle, the
possible recording direction can be estimated orthogo-
nal to the flight route as shown in[Figure 4] This record-
ing direction can be represented as global bearing angle
B, with 0° representing the magnetic north and 180°
pointing to the south. Finally, the recording angle can
also be estimated to around 45° + 10°, due to the sit-
uation that the photographer tries to create a clipping,
where not only the roof but also the building itself is
visible, so a direct overflight or a too flat angle are un-
suitable. Knowing both, the flight height f4 and the
recording angle o, allows calculating the distance d be-
tween the aerial vehicle and the targeted position on sea
level, like:

d = fh/tan(o) (D

Utilizing the earth radius e, the bearing angle 8 and the
recording location defined by its latitude /at and longi-
tude Ing the targeted position can be calculated, which
is defined by lat, and Ing,, as:

lat, = asin(sin(lat) * cos(d/e)+

cos(lat) = sin(d) * cos(B)) @

a = sin(B) xsin(d/e) = cos(lat) 3)
b =cos(d/e) —sin(lat) = sin(lary) “4)
Ingy = Ing + atan2(a,b) (5)

Record location

l: Possible Recording
direction

—> Flight route

Figure 4: Based on the known recording locations of
aerial shots, the flight route of the aerial vehicle can be
reconstructed, allowing to estimate the recording direc-

tion.
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Knowing both the recording position and the targeted
position, allows to sample-wise determine the position
of the photographed building. This is done by creating
n sample points with a distance d/n starting from the
recording position towards to the target position. Based
on the topography model, the geo-referenced position
of the photographed building can be reconstructed by
finding the best matching intersection of the sample po-
sitions and the trace between recording and target posi-
tion. Knowing the GPS position of the building, a re-
verse geocoding service like Google Maps [Svel0] can
be used to provide suitable addresses to the salesperson.

3.2 Comparison with digital map services

Next to the tracing based approach, the second pro-
cess is intended for images where only the rough flight
route/area is known. This process is based on the idea
that multiple aerial shots show a partially overlapping
area with more or less invariant information such as
streets, roofs or even natural features such as rivers.
Within a registration process these invariant informa-
tion is compared to a digital map to identify the location
of the photographed area.

3.2.1 Rectification

In a first step, the aerial images are rectified by project-
ing the image plane onto the ground plane, as shown in
This step is required to approach a bird’s eye
view, comparable to the digital map used in the reg-
istration step. This is done based on the image meta
information in the form of its width w, height A, the es-
timated recording angle & and the field of view angle &
of the used camera lens. Based on this information, the
focal length fI in pixel and the vertical field of view f,
as well as the horizontal one f;, can be calculated with
the subsequent formulas:

fl=sqrt(w*«h*)/2 (6)
Sn=atan(w/2]fl) 2 @)
fo=atan(h/2/fl)«2 (8)

Field of View §
Projected Plane

Object Distance

Image Plane
(Photographed
Object)
Image Plane
(Photographed h
Object)
* Laa
Projected Plane  Recording Angle w

Figure 5: Projection of the image plane showing the
photographed building to the ground plane within a rec-
tification process.
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Using these values in turn allows to calculate the gen-
eral projection information like the height 4’ of the pro-
jected image using the following trigonomic equations:

£=90-a ©)
A =(180—8)/2 (10)
w=180-2 (1)
0=180—u—¢ (12)

p = hxsin(€) /sin(o) (13)

W = sqri(h® +p* —2xhx pxcos(n))  (14)

Using this information, also the width w’ of the pro-
jected image can be calculated like:

e=a/sin(8/2) (15)
d=p+e (16)
w' = sin(f,/2) *d *2 (17)

Knowing both the target height and width allows calcu-
lating the respective projection angle Q for every row
defined by y within the range [0, h] like:

g=abs(y—h/2) (13)

¢ = atan(g/f1) (19)
¢+(f/2), fory>h/2

Q=1 f,/2, fory=="h/2 (20)
(£/2)—¢, fory<h/2

Based on Q the actual pixel mapping I(x,y) — T (x',y)
for the source image I to its projection 7" can be applied
using multiple sub steps as shown below:

{=180-Q—21 21
y=180—¢ 22)
p=180—y—¢ 23)

p =yx*sin(€)/sin(p) (24)

V= sari(P 4 = 2eyepreos()) - (9)
f:Sqrf(62+y2—2*e*y*c0s(k)) (26)
w' = sin(fu/2) % (p+ f) %2 @7
u=sqrt((p+f)°—w"/2)%) 28)
o=abs(x—w/2) (29

® = atan(o/ f1) (30)

i = uxtan(®) 31)

x,{ Exgg+i fioiii% } (32)
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3.2.2 Image stitching and extraction of invariant
visual features

After the rectification of the spatially connected aerial
shots, the images are stitched together to create a
virtual map. To do so, a SIFT [Low99] operator is used
to extract scale invariant features in the images that are
compared using a brute force feature matcher [Nob16].
Based on the retrieved information of this feature
matching process, a homography matrix is determined,
that is used to warp the individual images, so they can
be stitched together [BLO7].

Using the stitched image, invariant visual features such
as streets, roofs or rivers can be extracted. To do
so, one or multiple segmentation models such as U-
Nets [REB15] can be used to separate the background
pixels from the desired foreground pixels, representing
the mentioned invariant information.

3.2.3  Registration

Using both the segmentation mask for the stitched
aerial shot as well as a digital map of the flight area,
a registration process can be used to identify the
geo-referenced position of the photographed buildings.
This registration is done using an euclidean distance
map ZD,ye1ia With P and P representing the set of pixels
of invariant features. The rigid registration problem is
defined using the mean-squared error (MSE) metric as

P = Trans(P, Opest» T
Scxhest ’ SC.Vbesl ) Sk

Xbest ?

best ? ]}hest ?

(33)
Ybesl)

where the best transformation parameters lead to
minimal squared distances between P’ and P”. These
best parameters are determined in a discrete search
space with rotation 0 € [—8in; Onayx], translation
along x-axis Ty € [-Ty;Ty], translation along y-axis
T, € [-T,:T,], as well as x-scaling Sc, € [—Scy;Sex], y-
scaling Scy € [—Scy;Sc,], x-skweness Sk, € [—Sky; Sky]
and y-skweness Sky, € [—Sky; Sky].

eb‘)St ’ T;Cbexr ’ T.'Vbexr ’ Scxbest ) SCy best ? Skxbest ’ Sky best =
|P|
. /!
argmin E (Deuctia(P")[Trans(P,0,T;, Ty,

0,7y, Ty ,Scx,Scy,Sky,Sky i=1

Scx, Scy, Sky, Sky)[i]])?

(34)
The discrete search space thereby comprises k = 11
steps, i.e. radius r = 5, for each of the seven variables
(8,Tx,Ty,Scy,Scy, Sky, Sky) and for each of the m = 10
optimization runs according to the scale factor s; with
[—rxsi,—(r—1)%s;,...,0,...,(r— 1) xs;,7%s;] as search
offset for globally optimal parameters from the last en-
tire run. To move from global to local search with in-
creasing number of optimization runs performed, the
search space scale factor is reduced with s; = s;_1 0.9
and initial s; defined from image resolution.
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4 IMPLEMENTATION

The presented methodology is implemented using
Python [vR95] and the OpenCV library [BraO0|]. For
the extraction of invariant landscape features in the
form of streets, a U-Net model has been trained using
Tensorflow [AABT16]]. Due to the lack of a suitable
training dataset for segmented aerial photographs, this
convolutional neural network is trained using 7500
RGB satellite images from a digital map service.
Despite the different perspectives of satellite images
compared to aerial photographs, both capture methods
represent bird’s eye views of the recorded area and are
intended as interchangeable in the sense of a transfer
learning methodology [WKW 16| for the proposed area
of application. As ground truth for the streets, the
corresponding map views of these satellite images
are used. The used training dataset contains map
sections with a size of 1920 x 1080 px from different
zoom levels. Based on this base dataset, multiple
augmentation strategies are applied to further increase
the amount of images and with this the variety of image
properties regarding e.g. the brightness. For this task,
a random selection of up to five augmentation methods
per image is applied, allowing to vertically and/or
horizontally flip, scale, rotate, translate, blur the image
or changing its brightness, contrast, saturation or hue.

5 RESULTS

For the evaluation of the first sub process based on the
extension of the recording location, an image subset
of 36 subsequent aerial shots is used from our project
partner’s archive. Using the GPS coordinates of these
images allows reconstructing the flight route and to re-
trieve the address of the photographed buildings. This
process is tested using Google Maps as digital map ser-
vice for the final reverse geocoding step and the Open
Elevation APIE] for the topography model. This sub pro-
cess is manually evaluated by comparing the proposed
address with its real world counterpart. The addresses
are identified correctly for 14 of the 36 shots. For the
remaining images, the reversed geocoded address devi-
ates from the real one with in a range of some streets to
completely wrong positions.

Next to that, the individual steps of the second approach
are also evaluated. First, the rectification and the image
stitching steps are evaluated using a sequence of four
partially overlapping aerial shots, as shown exemplary
in Additionally, also the extraction of invari-
ant features is tested using a U-Net model, that allows to
segment aerial photographs as proposed. Applying this
segmentation model allows to extract invariant informa-
tion in the form of streets, as shown in [Figure 7] Based
on such invariant features, the registration approach can

! https://open-elevation.com/
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be used to automatically find the best matching position
within multiple map sections in questions. Such refer-
ence images can for example be retrieved from Google
Maps for the known flight area, as shown in [Figure §]

(@) (b)

C
Figure 6: (a) One sample aerial image that is (b) rec-
tified using the proposed approach and (c) stitched to-
gether with three additional rectified images.

(@) (b)
Figure 7: (a) An aerial shot for which the U-Net seg-
mentation model is applied to create (b) a street binary
mask

Figure 8: Overlayed binary masks showing streets for
a requested area from a digital map service (red) and
the registered segmentation result (green) for the aerial

shot shown in [Figure 7b
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6 RELATED WORK

Jaimes and Castro [JC18|] describe a comparable
method for the rectification of aerial images. In
comparison to our approach, the authors also take the
exact orientation (pitch, roll and yaw) of the aerial
vehicle into account, which is unknown in our use case.

Nowak [Nov92|| compares methods such as rectification
for the creation of digital orthophotos. As in our ap-
proach, the rectification is done based on the projec-
tion of the image plane onto the photographed ground
plane and its correction based on the landscape of the
photographed area. In contrast to our work, the au-
thor also includes exterior orientation parameters (c.f.
Jaimes and Castro [JC18]]).

Additionally, also Cheng et al. [CYTO0O] compare ap-
proaches in the context of rectifying remote sensing im-
ages utilizing polynomial trend mappings, multiquadric
interpolation functions, and their own proposed ordi-
nary kriging technique. By taking the spatial structure
variation of the terrain into account, the authors are able
to outperform the two other approaches. In contrast
to our rectification method, the accuracy and with this
also the calculation complexity of this anisotropic spa-
tial modeling approach is not required and would re-
quire exact knowledge of the photographed area, which
is not known.

Allison and Muller [AMO93] describe a method for
geocoding aerial images. In comparison to our work,
the authors have registered multi-spectral images
and focus on a pixel-wise registration process. This
accuracy is not required for the reverse geocoding of
aerial images of buildings used by salesperson.

Karel et al.[KDV™13|] present a method for geo-
referencing aerial photographs in the context of
archaeological applications. To do so, the authors
propose a rectification approach. Like in the image
stitching step of our approach, the authors try to
automatically find the relative orientation of the aerial
photographs using scale invariant keypoints to combine
the available visual information. The so oriented
images are then geo-referenced for reconstructing
a sparse point cloud. In contrast to our work, the
authors are using their approach for creating a 3D
reconstruction in the form of an orthophoto map of
the photographed scenery and are not doing a reverse
geocoding, since the position of the region of interest
is known for such archaeological applications.

Long et al. [LJH"15] present a generic framework for
the rectification in the context of remote sensing. Like
in our registration approach, the idea of this framework
is the utilization of invariant, landscape features. The
authors present a feature extraction method allowing
to find visual features in landscapes including points,
straight lines, free-form curves and areal regions, that
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are used for the rectification process. In contrast to our
work, the authors neither use invariant landscape fea-
tures for the registration of images, nor for a reverse
geocoding process, but for the automatic rectification.

7 CONCLUSION AND OUTLOOK

The proposed methodology shows promise for a semi-
automated reverse geocoding process for aerial shots
allowing to decrease the required amount of time for
salespersons to identify the address of buildings shown
in such images. In the future, we plan to extend our
tests and improve the current results, especially for the
recording location extension approach. Additionally, a
retraining of the created segmentation model and the
training of additional models for other invariant infor-
mation such as roofs or rivers is planned.
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