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ABSTRACT 
 
Lightweight Block Cipher’s (LBC) various algorithms need 
to meet the security requirements for all resource-constrained 
devices and Internet of Things (IoT) technologies.  Various 
LBC addressed such concerns as the SIMON and SPECK 
block ciphers, which are known for security and performance. 
SIMECK, a combination of SIMON and SPECK, shows 
better performance. However, the SIMECK round function 
remains a concern. This paper aims to present a modification 
on the SIMECK round function method simulated on its 
circular and ARX structure. It took at least seven attempts to 
reach the appropriate structure. The seventh modification had 
a circular parameter of (3,5) and a change of right-shift on the 
structure. The results show that the modified round function 
achieves 54.58% average on the avalanche effect, the runtime 
performance of 1.3945ms with a randomness p-value of 
0.46931 compared with p-value 0.51512 of the original 
algorithm. The study explores the ARX structure of LBC, 
which leads to a good venue to implement with other block 
ciphers.  It is recommended that further evaluation of the 
modified algorithm will be conducted to test its efficiency, 
like to verify its vulnerability through different attacks.  
 
Key words: SIMECK, ARX Operations, Avalanche Effect, 
Randomness Test, Runtime Performance, SIMON, SPECK.  
 
1. INTRODUCTION 
 
Security, cost, and performance are the three significant parts 
of the lightweight cryptographic architecture. These aim to 
further lightweight algorithms for Internet of Things (IoT) to 
have a more secure data with the least memory and power 
utilization [1]. Over the years, several evaluations and 
reviews of the different features of Lightweight Block Ciphers 
(LBC), particularly on security, performances, memory, 
speeds, and frequency using different cryptanalysis and 
testing. These procedures are utilizing different platforms, 
hardware, and software [2], [3], [4], [5].  
 
As the IoTs have gained tremendous use, such as the 
application of wireless network sensors (WNS) and radio 
frequency identification (RFID), these are still vulnerable to 

security threats as devices go smaller in the future with its 
drawback in shorter processing cycles and lower power 
supplies [6].  
 
It is important in all LBCs enhancement in recent studies to 
meet the basic security principles; the need of authenticity and 
integrity of the information. Such modification may be done 
in various complex security mechanism; substitution and 
transposition techniques [7], [8], [9]. The Modified S-DES 
[7] with the basic operations of bits splits, use of XOR 
operations and bit shifts influence this study to look for the 
ARX designs such as the SIMON, SPECK and SIMECK 
block ciphers. 
 
The release of SIMON and SPECK brought attention to 
cryptographers in the field of LBC [10]. SIMON is tuned for 
optimal performance in hardware while SPECK is for optimal 
performance in software. SIMECK inherits SIMON and 
SPECK block ciphers’ algorithm [11], which is more compact 
and efficient, providing the same level of information security 
and properties. 
    
The design of these LBCs made simple using the ARX 
operation structures where the implementation of the two 
left-shift operations from the left side to the right side of the 
plaintext [11].  It also uses a bitwise-AND and three XOR 
operators in the entire round function. With the reduced 
rounds [12], all SIMECK variants can be attacked with 
integral cryptanalysis. The result of the comparison with 
SIMON and SIMECK [13] leads to an open question on 
whether better differentials exist on both ciphers with 
surprisingly higher probability in differential attack for 
SIMECK32 as observed. In the security evaluation of the 
SIMECK family, SIMECK32 has the best result in zero linear 
correlation cryptanalysis on 20-round. Further, SIMECK is 
an open study on the security level against other cryptanalytic 
methods [14]. 
  
This study attempts to establish a better security performance 
of the enhanced round function method of the SIMECK 32/64 
variant using the primitive arithmetic operators. Moreover, 
the study is to identify the appropriate ARX structure of the 
round function through different simulations.  
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2. RELATED LITERATURE 
 
The study is inspired by the two LBC designed to have 
optimal performance, both hardware and software, in a 
resource constraint environment.  
 
2.1 SIMON and SPECK Block Cipher 
 
SIMON is intended for constrained devices to optimize 
hardware performance and implementations on a low-cost 
design and to address the security in its simplicity [10], [15]. 
For its flexible algorithm, SIMON is suitable for WSNs and 
RFID systems. Its round function is designed, shown in 
Figure 1. [5] for SIMON represents its simplicity using a 
combination of the ARX Operations with its different variants 
in the form of SIMON 2n/mn; 2n-bit block and m-word 
(mn-bit) key. Table 1 shows the different variants of SIMON 
and SPECK [16]. As a classic Feistel Network structure, 
SIMON follows the operations on n-bit words on its round 
functions [5], 
 

f(x)=((x⋘1) ⋀ (x⋘8)) ⨁ (x⋘2)     (1) 
  
 
 
 
 
 
 
 

Figure 1: SIMON Round Function 
 

Table 1: SIMON and SPECK Block Ciphers' Parameters 
 

SIMON and SPECK Family 
Block Cipher (2n/mn) 

Block Size Key Sizes 
32 64 
48 72, 96 
64 96, 128 
96 96, 144 
128 128, 192, 256 

 
More recently, SIMON is evaluated [17] for its algebraic 
differential fault analysis on its bit-flip model. As SIMON and 
SIMECK are of the same structure of parameters (a, b, c) [18], 
both parameters are not optimal concerning differential 
characteristics. The design rationale of the SIMON block 
cipher was clarified that rotation constants (1, 8,2) were not 
chosen to optimize resistance against integral and impossible 
differential attacks.  
 
SPECK shows notable performance in software 
implementation in terms of code size and memory 
consumption. Moreover, it uses modular addition as 
nonlinearity [19], likewise the ARX Operations. SPECK 

round function constructed in a simple method, as shown in 
Figure 2. [5], has a strong key schedule.   
 
The round function is expressed as: 
 

 (x,y) →	(((x	⋙ α)	+	y)	⊕	k,	 
                (y ⋘ β)	⊕	((x	⋙ α)	+	y)	⊕k)     (2) 
 
 
 
 
 
 
 
 

Figure 2: SPECK Round Function 
 
Recently, a study on cryptanalysis of the SPECK round 
function shows that the SPECK32 with parameter (8,3) is 
better than SPECK32 with the original (7,2) [19]. Being ARX 
structure, SPECK was evaluated [20] by formulating 
SAT/SMT model for Rotational-XOR cryptanalysis. Prior 
studies relate to its enhancement on the randomness of 
key-schedule for more secured block cipher and perform 
faster encryption in software implementation [21]. 
 

2.2 SIMECK Family Lightweight Block Cipher 
 

As a Feistel structure, the round function of SIMECK is 
influenced by both SIMON and SPECK, which performs well 
in both software and hardware implementations, particularly 
in the IoT [11], [13], [22]. SIMECK was designed based on 
the ARX operations such as the AND, XOR, left shift, and 
rotation from the same structure of SIMON[23].  
 
 In Yang [11] design, as shown in Figure 3. denotes SIMECK 
2n/mn, where n is the plaintext size, and n should be 16, 24, 
or 32. 2n is the block size, and mn is the key size. Therefore, 
SIMECK had the following variants; SIMECK 32/64, 
SIMECK 48/96, and SIMECK 64/128. The round function is 
expressed as: 

RKi (li, ri) = (ri  f(li)  ki, li); 
 (3) 

 
 
 
 
 
 
 
 
 
 

Figure 3: SIMECK Round Function 
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Years after SIMECK was introduced, a brief comparison with 
SIMON was conducted to analyze the impact of the design on 
the compared upper bounds probability of differential and 
linear cryptanalysis [13]. It provides new differentials for 
SIMECK, which covered more rounds than the previous 
SIMON’s results, which can cover more rounds compared to 
previous results. More studies also conducted with SIMECK 
to further understand its challenges [14], [23], [24], [25], 
[26], [27]. Another comparative work on reduced-round 
SIMON-32/64 and SIMECK-32/64 on correlated sequence 
attack with a record of best attack in 16% security margin 
[28]. 
 
2.3 ARX Operations and Structure 
 
ARX is short for Addition, Rotation, XOR, which is a broad 
class of symmetric-key cryptographic algorithms is designed 
by combining a small set of simple operations. Different 
algorithms had adopted this type of design, including block 
ciphers, hash functions, and stream ciphers.  Prior studies 
show different ciphers implementing such ARX structures 
[29], [30], [31]. Advantages with the design include getting 
rid of the table look-ups, minimizes the total number of 
operations during encryption, and programming codes are 
minimal in terms of memory use. 

 
SIMECK as an ARX structure, perform and operate quickly 
on software with different file sizes, and demonstrates swift 
encryption times as evaluated as the demand for the IoT 
structures increases, implementations. Evaluation of 
ARX-based LBC continues, such as to the following [29], 
[32]. 

2.4 Avalanche Effect 
 
This technique is used for the cryptographic algorithm to 
evaluate its desirable percentage, or a significant number of 
bits changed from the plain text to ciphertext. One way to get 
the number of changed bits in ciphertext is through the 
Hamming Distance [33]. This technique is express as the 
following:  

 (4) 
 
 
The result of the avalanche effect should satisfy the 
probability of more than 50%. Such technique is also used in 
subsequent studies in LBC [34], [35], [36]. 
 
3.  PROPOSED METHOD 
 
This paper modifies the round function method of SIMECK 
32/64 variant block cipher to test the security with the use of 
avalanche effect and randomness test on the output ciphertext 
and its performance.  Figure 4. shows the diagram of the 
SIMECK 32/64 round function with the proposed 
modification implemented only the encryption process. 

 
 
 
 
 
 
 
 
 
 
 

Figure 4: Modification of SIMECK Round Function 
 
This study performed different modifications and its 
simulations on the identified area A in Figure 4.  Different 
structural parameters of the round function were evaluated 
from circular and ARX operations to determine the 
appropriate parameters for SIMECK 32/64.  
 
Figure 4. area B shows the final modification of SIMECK 
32/64 round function, particularly the ARX constant values of 
3 and 5 on the shift operators, and the use of right-shift 
instead of left-shift, respectively. The other operators remain 
the same with the key schedule algorithm, which has a 
substantial security issue that inherits from SPECK block 
cipher [37]. The modified SIMECK 32/64 is now expressed 
as:  

                
(5) 

 
SIMECK Encryption Process: 
{ 

Input: 32-bit plaintext(P) 
Key: 64 bits (k) 
Output: ciphertext (C) 
 
Split P into L1 and R2     //Left and Right plain text 
Split km into t0, t1, t2, and k0      //km- master key 
 
For i ← 1 to roundNumber { 

(Li, Ri) ←Ri XOR (Li AND leftshift(Li, 3)) XOR  
rightshift(Li, 5) XOR Ki, Li) 

KeyExpansion(t0, t1, t2, k0) 
} 
C ← Li || Ri 

} 
  

This study used C programming language adopted the 
designed algorithm [12] and implemented, compiled, and run 
with Dev-C++ 5.11 in Windows 10 environment. The system 
platform used for the experiment has the specifications; 
Processor: Intel (R) Core (TM) i7 – 8565U CPU @ 1.80GHz 
1.99 GHz; RAM: 8:00 GB; System Type: 64 – bit Operating 
System, x64-based processor. 
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For the simulation of the avalanche effect and on the other 
variables for this study, test data of 15 sets of plaintexts in a 
hexadecimal value served as the input data. These plaintexts 
already set as the left-value and right-value, as depicted in 
Table 2—this test data utilized in processing the computation 
of the randomness test and its runtime performance. Different 
simulations were illustrated below to present the performance 
of the algorithm. Table 3 shows the binary value of Table 2. 
 

Table 2: Test Data: The Plaintexts in Hexadecimal Value 
SN 

PlainText_32 (Hexadecimal Value) 

Left Right 

1 6 8 7 7 6 5 6 5 

2 3 8 5 3 9 7 4 3 

3 7 5 2 9 5 8 3 6 

4 8 7 5 2 3 9 4 9 

5 3 9 7 2 9 0 4 1 

6 4 9 2 2 4 0 7 3 

7 5 0 3 0 6 4 0 2 

8 7 4 0 1 2 8 0 5 

9 5 6 8 8 7 9 4 4 

10 4 5 5 2 6 2 7 7 

11 1 0 0 2 1 2 7 5 

12 4 3 1 2 2 0 2 0 

13 0 2 1 2 7 9 4 5 

14 8 8 2 5 6 6 1 0 

15 3 0 1 6 2 1 0 9 

 
Table 3: Plaintexts in Binary Value 

4. RESULT AND DISCUSSION 
This study tried to look for the appropriate circular shift 
constant values with its equivalent bitwise-AND and XOR 
operators. Below are the different simulations of the SIMECK 
32/64 round function.  
 
 
 

A. SIMECK 32/64 Block Cipher Round Function - 
Original 

This section speaks on the Avalanche Effect simulations on 
different modifications of the round function method of 
SIMECK 32/64 block cipher.  Table 4 presents the ciphertexts 
produced using the original algorithm of the SIMECK 32/64 
round function. The encryption process produced an average 
of 48.33% in several bits changed in the given test data and a 
median value of 50.00 for an avalanche effect. 
 
B.  Modification on SIMECK 32/64 Round Function  
 
To illustrate the different trials on the experiments and 
evaluation conducted in this study before coming up with the 
appropriate modification, below are the strategies: 

 
The first simulation presents the modification of the constant 
values of the left-shifts (Figure 5). It provided a good result of 
52.20% average number of bits changed and a median value 
of 53 for an avalanche effect on 15 sets of data. Simulation 2 
depicts in Figure 6, this time, presents the modified XOR 
operator into bitwise-AND, which provides an average of 
51.13% of the total number of bits changed and a median 
value of 53 as the encryption process being performed.   

 
This strategy only modifies the left-shift into a right-shift with 
the same condition in Figure 6. and Figure 7. illustrates the 
3rd simulation, which provides an average of 48.40% of the 
total number of bits changed and a median value of 53 of the 
avalanche effects on the given test data. 
 

Table 4: Ciphertext Output of the Original Round Function - 
SIMECK 32/64 

Ciphertext Output of the Original Algorithm of SIMECK 32/64 
 

SN 

Ciphertext 
(Hexa- 
decimal 
Value) 

Ciphertext_32 (output)  
(Binary Value) 

Avalanche 
Effect: 

1 770d2c76 01110111000011010010110001110110 50.00 

2 5e480e4b 01011110010010000000111001001011 40.63 

3 89953cd5 10001001100101010011110011010101 59.38 

4 d9c5fddd 11011001110001011111110111011101 50.00 

5 b653633d 10110110010100110110001100111101 56.25 

6 de52892a 11011110010100101000100100101010 50.00 

7 113ae86a 00010001001110101110100001101010 31.25 

8 f1ead6c3 11110001111010101101011011000011 62.50 

9 feda30d5 11111110110110100011000011010101 37.50 

10 ebc17cb2 11101011110000010111110010110010 53.13 

11 47b4d80d 01000111101101001101100000001101 50.00 

12 9ed3f964 10011110110100111111100101100100 31.25 

13 73379551 01110011001101111001010101010001 62.50 

14 b9fd8411 10111001111111011000010000010001 37.50 

15 ff84e9f3 11111111100001001110100111110011 53.13 

* The Median Value: 50.00 

*The Average (%): 48.33 

    

 

SN Plain Text_32 (Binary Value) 
Left Value Right Value 

1 0110 1000 0111 0111 0110 0101 0110 0101 
2 0011 1000 0101 0011 1001 0111 0100 0011 

3 0111 0101 0010 1001 0101 1000 0011 0110 

4 1000 0111 0101 0010 0011 1001 0100 1001 

5 0011 1001 0111 0010 1001 0000 0100 0001 

6 0100 1001 0010 0010 0100 0000 0111 0011 

7 0101 0000 0011 0000 0110 0100 0000 0010 

8 0111 0100 0000 0001 0010 1000 0000 0101 

9 0101 0110 1000 1000 0111 1001 0100 0100 

10 0100 0101 0101 0010 0110 0010 0111 0111 

11 0001 0000 0000 0010 0001 0010 0111 0101 

12 0100 0011 0001 0010 0010 0000 0010 0000 

13 0000 0010 0001 0010 0111 1001 0100 0101 

14 1000 1000 0010 0101 0110 0110 0001 0000 

15 0011 0000 0001 0110 0010 0001 0000 1001 
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Figure 5: Modification No. 01 - SIMECK 32/64 Round Function 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6: Modification No. 02 - SIMECK 32/64 Round Function 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Modification No. 03 - SIMECK 32/64 Round Function 

 
Figure 8. shows the same concepts of Figure 7., but it changes 
the bitwise-AND into XOR operator.  With this, the average 
avalanche effect gives us 51.47% of the total number of bits 
changed with a median value of 53.  
 
Another two simulations are shown in Figure 9. and Figure 
10. It demonstrates that changing the middle XOR operator at 
the right side in Figure 9, resulted in an avalanche effect of 
51.47% of the total number of bits changed with a median of 
50. It also observed that ciphertext values of 2555bb98 and 
fbd5ce68 repeatedly 6 and 4 times, respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Modification No. 04 - SIMECK 32/64 Round Function 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 9: Modification No. 05 - SIMECK 32/64 Round Function 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10: Modification No. 06 - SIMECK 32/64 Round Function 
 
After doing the above six modifications and simulations, it is 
observed that the seventh modification reached the highest 
avalanche effect.  The study appropriately selects the circular 
shift with its constant values of 3 and 5, respectively, as 
expressed in Figure 11.  This modification turned the 
left-shift into the right-shirt on the last circular moved. It 
shows the highest avalanche effect of 54.67% of the total 
number of bits changed with a median value of 56.  As a 
summary, Table 5 provides the details. 
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Figure 11: Modification No. 07 - SIMECK 32/64 Round Function 

(Final) 
 
Table 5 depicts that only three ciphertexts under the required 
percentage of an avalanche effect. Numbers 3, 5, and 14 
represent the data with red color, which means failed to meet 
the required percentage of a strong avalanche effect. 
Therefore, it shows that Figure 11., with its modified 
algorithm, is more secured than the original algorithm (Table 
4). More so, Table 6 depicts that it is more advantageous in 
terms of security with the modified round function of the 
SIMECK 32/64 variant. 
 

Table 5: Ciphertext Output of the Modified Round Function - 
SIMECK 32/64 (Final) 

 
Ciphertext Output of the Modified 07 of SIMECK 32/64 

 

SN 

C
ip

he
rt

ex
t 

(H
ex

ad
ec

im
al

 
V

al
ue

) 

Ciphertext_32 (output)  
(Binary Value) 

A
va

la
nc

he
 

E
ffe

ct
: 

1 a52cb4d4 10100101001011001011010011010100 56 

2 51fea8c3 01010001111111101010100011000011 50 

3 f4082820 11110100000010000010100000100000 31 

4 f83ebd3a 11111000001111101011110100111010 56 

5 83f15a4b 10000011111100010101101001001011 44 

6 5e56afb3 01011110010101101010111110110011 53 

7 33130b55 00110011000100110000101101010101 56 

8 99d7bd79 10011001110101111011110101111001 63 

9 70ba06d2 01110000101110100000011011010010 53 

10 eb7a990c 11101011011110101001100100001100 63 

11 27bfef1d 00100111101111111110111100011101 66 

12 328dff2f 00110010100011011111111100101111 66 

13 2fdde1ad 00101111110111011110000110101101 53 

14 91938e98 10010001100100111000111010011000 44 

15 97e1f0fb 10010111111000011111000011111011 66 

* The Median Value: 
56 

*The Average (%): 
54.6
7 

 
 
 

Table 6: Comparative Summary of SIMECK 32/64 - Avalanche 
Effect 

 
Method SIMECK 32/64 

(Original) 
SIMECK 32/64 

(Modified) 
Avalanche Effect 

(Average - %) 48.33 54.58 

 
C.  Runtime Performance Test  
 
The original and modified algorithms of the round function of 
SIMECK 32/64 were evaluated in terms of runtime 
performance. Table 7 shows the comparative runtime 
performance of the two algorithms, which ended in favor of 
the modified algorithm with the shortest time of 1.3945ms. 
An average of the 15 sets of samples, while the original 
algorithms have an average time of 2.4423ms. 
 
D.  Randomness Tests 
The randomness test for SIMECK 32/64 resulted in an 
average of 0.46931, which identified that the original 
algorithm has the best result over the modified algorithm. 
Tables 8 and 9 show the comparative randomness test of the 
two algorithms.  It also shows that under the modified 
algorithm, the first value tested does not meet the acceptable 
p-value of 0.0010. Instead, it only achieves a p-value of 
0.00421. Out of 15 test data evaluated, only 1 data failed, 
which in Table 9. Unlike on the original algorithm, all test 
data achieves the required p-value. 
 

Table 7: Comparative Runtime Performance Evaluation of 
SIMECK 32/64 

 
Runtime Performance Evaluation of SIMECK 32/4 

SN 

Original Algorithm Modified Algorithm 

Ciphertext 
(Hexadecimal 

Value) 

Runtime 
(ms) 

Ciphertext 
(Hexadecimal 

Value) 

Runtime 
(ms) 

1 770d2c76 0.5719 a52cb4d4 1.0210 

2 5e480e4b 1.0520 51fea8c3 1.1860 

3 89953cd5 1.0050 f4082820 1.1490 

4 d9c5fddd 1.6850 f83ebd3a 0.9525 

5 b653633d 1.2020 83f15a4b 0.9641 

6 de52892a 0.7822 5e56afb3 1.2250 

7 113ae86a 0.7711 33130b55 2.8640 

8 f1ead6c3 1.6760 99d7bd79 0.8521 

9 feda30d5 3.4130 70ba06d2 0.8518 

10 ebc17cb2 5.0320 eb7a990c 5.0390 

11 47b4d80d 2.7920 27bfef1d 0.9599 

12 9ed3f964 1.5210 328dff2f 0.7875 

13 73379551 5.0510 2fdde1ad 0.9275 

14 b9fd8411 5.0430 91938e98 1.3710 

15 ff84e9f3 5.0380 97e1f0fb 0.7666 

*Median Value: 1.6760  0.9641 

*Average Value: 2.4423  1.3945 
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Table 8: Randomness Test for Original SIMECK 32/64 
 

SN 

Original Algorithm - Randomness Test 

Ciphertext 
(Hexadecimal 

Value) 

Frequency 
(Monobit) 

Test 

Frequency 
Block Test 

Runs 
Test 

1 770d2c76 0.72367 0.72367 0.70608 
2 5e480e4b 0.47950 0.47950 0.92845 

3 89953cd5 1.00000 1.00000 0.07710 
4 d9c5fddd 0.03389 0.03389 1.00000 
5 b653633d 0.47950 0.47950 0.24309 

6 de52892a 0.72367 0.72367 0.03141 
7 113ae86a 0.47950 0.47950 0.24309 
8 f1ead6c3 0.28884 0.28884 0.56695 

9 feda30d5 0.28884 0.28884 0.56695 
10 ebc17cb2 0.47950 0.47950 0.92845 
11 47b4d80d 0.72367 0.72367 0.98230 

12 9ed3f964 0.28884 0.28884 0.83670 
13 73379551 0.72367 0.72367 0.14932 
14 b9fd8411 1.00000 1.00000 0.28884 

15 ff84e9f3 0.07710 0.07710 0.17802 

*Median Value: 0.56695 

*Average Value: 
0.51512 

 
 

Table 9: Randomness Test for Modified 07 SIMECK 32/64 
 

SN 

Modified Algorithm - Randomness Test 
Ciphertext 

(Hexadecimal 
Value) 

Frequency 
(Monobit) 

Test 

Frequency 
Block Test 

Runs 
Test 

1 a52cb4d4 0.72367 0.72367 0.00421 
2 51fea8c3 0.72367 0.72367 0.98230 
3 f4082820 0.01333 0.01333 0.49829 
4 f83ebd3a 0.15730 0.15730 0.70608 
5 83f15a4b 1.00000 1.00000 0.72367 
6 5e56afb3 0.15730 0.15730 0.05935 
7 33130b55 0.47950 0.47950 0.12690 
8 99d7bd79 0.07710 0.07710 0.31536 
9 70ba06d2 0.47950 0.47950 0.65346 

10 eb7a990c 0.72367 0.72367 0.46413 
11 27bfef1d 0.03389 0.03389 0.03389 
12 328dff2f 0.15730 0.15730 0.70608 
13 2fdde1ad 0.15730 0.15730 0.70608 
14 91938e98 0.47950 0.47950 0.92845 
15 97e1f0fb 0.15730 0.15730 0.13143 

*Median Value: 0.49829 
*Average Value: 0.46931 

5. CONCLUSION 
This paper attempts to evaluate the proposed modified round 
function of SIMECK 32/64, through some modification on 
the circular and ARX operations.  There were 15 sets of data 
utilized for the avalanche effect in all simulations. The 
modified SIMECK 32/64 variant has a comparative 
advantage, with an average of 54.67% on the total number of 
bits changed over the original SIMECK 32/64.  It is tested in 
terms of its run time performance, which resulted in 
1.3945ms shortest time than the other. This study found that 

the modified algorithm of SIMECK 32/64 is more reliable in 
terms of security and performance than the original 
algorithm. Furthermore, on the evaluation for the 
randomness of the bits, it shows that the original algorithm of 
SIMECK 32/64 has a better average p-value of 0.51512 than 
the modified algorithm of 0.4693. 
 
Modification of the round function, particularly in ARX 
structure by substitution, enhance the security and 
performance of a block cipher. It can be implemented both 
hardware and software in the field of IoT.  This proposed 
enhancement would help more learners to explore the ARX 
structure in cryptography.  
 
For future research, a challenge to look over on the 
manipulation of what appropriate circular structures and 
ARX operations be applied to meet the best evaluation for 
SIMECK 32/64.  For better security, it might be useful also to 
modify the key expansion method. It is recommended that 
further evaluation of the modified algorithm will be 
conducted to test its efficiency like to test its vulnerability 
through different attacks. 
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