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Abstract. We consider a weighted random walk on the backbone of an oriented
percolation cluster. We determine necessary conditions on the weights for Brownian
scaling limits under the annealed and the quenched law. This model is a random
walk in dynamic random environment (RWDRE), where the environment is mixing,
non-Markovian and not elliptic. We provide a generalization of results obtained
previously by Birkner et al. (2013).

1. Introduction

Random walks in random environment (RWRE) are random walks whose transi-
tion kernels are not deterministic, but functions of some random field. This random
field is called environment. We can interpret a RWRE as a two-stage experiment.
At the first stage we determine the environment. Then, at the second stage, we
determine the random walk with transition kernel depending on the environment.
The law of both stages together is called annealed law. If we keep the environment
of the the first stage of the experiment fixed and only consider the experiment at
the second stage, we get the quenched law of the RWRE. For an introduction to
RWRESs we refer to lecture notes of Zeitouni (2004) for his course in Saint-Flour.

The environment can either be fixed during the evolution of the random walk, or
it can be a stochastic process itself such that the transition kernels of the random
walk change over time. The second case is called a random walk in dynamic ran-
dom environment (RWDRE). Dynamic environments that have been studied in the
past are i.i.d. in Boldrighini et al. (2004); Rassoul-Agha and Seppéldinen (2005);
Joseph and Rassoul-Agha (2011), exhibit small fluctuations in Bandyopadhyay and
Zeitouni (2006), are finite state Markov chains in Dolgopyat and Liverani (2009)
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or have some ellipticity and mixing properties in Andres (2014). General ergodic
Markovian environments which satisfy a coupling condition have been studied by
Redig and Vollering (2013). In a model by Dolgopyat et al. (2008) the random
walk depends only weakly on the environment and some authors consider interact-
ing particle systems as environments, e.g. Birkner et al. (2013), Avena et al. (2010),
den Hollander and dos Santos (2014) and Hildrio et al. (2014). The relevance of
some of these models for this paper is discussed in Section 1.3.

This paper is a generalization of a work by Birkner et al. (2013). They consider
a directed random walk on an oriented percolation cluster, which can be considered
as a RWDRE with a non-elliptic, non-reversible, Markovian random environment.
Their random environment is the time reversal of a discrete time contact process.
They prove a law of large numbers (LLN), an annealed central limit theorem (aCLT)
and a quenched central limit theorem (qCLT). Their model describes simple pop-
ulation dynamics with local competition. Each site in the percolation cluster is
considered habitable and can be occupied by at most one particle, while all other
sites are unhabitable. The random walk on the habitable sites represents the ances-
tral line of one particle. In this paper we extend their model by allowing each site to
be occupied by more than one particle. We choose a carrying capacity for each site
which is represented by a random field K. If a site is habitable in our model, then
the species will populate this site with the maximal number of individuals allowed
by K. We choose K mixing so that it can model large scale features of different
habitats like weather, soil conditions, altitude or seasons. The percolation cluster
represents features of the habitat that only apply to a single site, e.g. presence of
a predator or shortage of food due to the presence of another species at a site.
Thus our model is not only able to represent varying population densities, but also
changes in habitats on two different scales. However, correlations in the habitat
can only be allowed in the larger scale represented by the carrying capacities K.

We give conditions on the random field K such that the LLN, aCLT and qCLT
from Birkner et al. (2013) still hold. We choose K stationary, mixing and inde-
pendent of the percolation cluster. The mixing property of the random field K
makes the environment non-Markovian and the percolation cluster makes it non-
reversible. The random walk in our environment is a weighted random walk with
weights K. The weights can be chosen in such a way that the weighted walk has a
non-zero drift vector (see Example 3.2), while the unweighted walk has always van-
ishing speed. The behaviour of a RWRE on the full lattice Z¢ - with and without
drift - is already interesting and not understood in all generality. We exploit the
structure of the percolation cluster to establish these results for our model.

1.1. The Model. The paper by Birkner et al. (2013) provides a very detailed de-
scription of their model. We keep explanations in this section rather short and refer
to their paper for a thorough discussion. We work on the discrete space V := Z% x Z,
which we will refer to as the full lattice. The first d > 1 dimensions in V are space
dimensions and the last dimension is the time dimension. We turn the lattice V
into an oriented graph (V, E) with vertices V by adding edges

E = {|(x,n), (y’k» : (Y, k) € U+(33,n))},
where |(z,n), (y, k)) denotes an oriented edge from (x,n) to (y, k) and
Ut(z,n) = {(y,k) eV ||t —ylloo =1L k=n+1} (1.1)



Random walks on weighted, oriented percolation clusters 55

is the set of consecutive vertices of (z,n). The specific choice of the set of consec-
utive vertices UV is not important as long as it is finite and symmetric.

Let (w(w,n))(zn)ev be a family of independent and identically distributed
Bernoulli random variables with parameter p € (p.,1] that represents a super-
critical site percolation on the vertex set V. The constant 0 < p, < 1 is the critical
probability of oriented site percolation on (V, E). Existence and non-triviality of
Pe was proven in Grimmett and Hiemer (2002). We say a site (x,n) € V is open,
if w(xz,n) = 1. Otherwise, we call it closed. With the notion of open sites we can
define open paths. A directed path on the oriented graph (V, E) from vertex (z,n)
to vertex (y,m) is called open, if all vertices on that path are open. For an open
directed path from (z,n) to (y,m) we write (x,n) — (y, m). Analogously, we write
(z,n) — oo if there is an infinite, directed open path on (V| F) starting in (x,n).
The percolation process ¢ := (¢),,¢z is defined by

n

€P(z) = {1 if (z,n) — oo

0 otherwise.

The backbone of the oriented percolation cluster is denoted by
C:={(x,n) €V :(x,n) = oo}

and is a proper subset of the oriented percolation cluster. It describes all sites that
lie on an infinite directed open path on (V, E). On top of the percolation cluster
we define weights (K (2,7)),n)ev as a family of stationary Rso-valued random
variables independent of w. It is important that the weights are strictly positive.
We furthermore require the weights to be mixing. We now give the definition of
the relevant mixing conditions used in this paper. For a brief overview on mixing
conditions we refer the reader to the survey paper of Bradley (2005).

Definition 1.1 (Mixing conditions and mixing coefficients). Let K be a random
field on V. Denote by

o(K):=0c{Kw):veV}
the o-algebra of the weights and by
supp(4) := m{U CV:Aeo(Kw):vel)}
the support of an event A € ¢(K). Furthermore, we define a distance on the set of
all subsets of V' by

dist(U, W) = el}nfew [lu — V|00
uweU,w

foral UUW C V.
(i) We say that K is a-mizing (or strongly mixing) w.r.t. the law P if the
mixing coefficients (o, )ney satisfy o, ——s 0, where
ap, :=sup{|P(AN B) —P(A)P(B)| : (1.2)
A, B € 0(K),dist(supp(A),supp(B)) > n}.
(ii) We say that K is ¢-mizing (or uniformly mixing) w.r.t. the law P if the
mixing coefficients (¢, )nen satisty ¢, 27 0, where
b = sup {[P(B|A) — P(B)| : (1.3)
A,B € o(K),P(A) > 0, dist(supp(A),supp(B)) > n}.
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(iii) We call K mizing in time, if we take the distance in the last coordinate of
V (time coordinate) only and use

dist"(U, W) = inf {|n — m| : (z,n) € U, (y,m) € W} (1.4)

as distance in Equation (1.2) or (1.3).
(iv) Accordingly, we call K mizing in space if we take the distance in the first
d coordinates (space coordinates), i.e.

dist®(U, W) = inf {||z — y[|oo : (v,n) €U, (y,m) € W}. (1.5)

If a random field is ¢-mixing, then it is also a-mixing and in particular for any
sets A, B with dist(supp(A),supp(B)) > n and P(A) >0

an(A, B) := [P(AN B) — P(A)P(B)|
— P(A) [P(B|A) — B(B)| =: P(A)$, (4, B).

We choose K stationary, mixing and independent of w for all our results. With

this definition of the weights, the environment (£ := (£X), 7 is given by the
process
K(xz,n if (z,n) — oo
() = ¢ KLom) ) (1.6
0 otherwise.

Since the weights K are chosen to be strictly positive, the environment ¢¥ has
zeros exactly at those sites where the percolation process &£° has zeros and the
percolation cluster is unchanged by the weights. Also, the percolation process &¥
is a Markov chain, while the environment process £¥ is not.

The random walk (X, )nen is defined on the environment ¢¥ as in the paper
by Birkner et al. (2013) for the case of i.i.d. weights K, although in our paper the
weights are not independent. We set Xy = 0 and choose the transition kernel

P(Xp+1 =yl Xn = 2,0, K) < K(y,n+ 1)1{(ynt1)ev+(@n)ncy- (1.7)
Set Q := {0, I}ZGHrl X R%%H x Z% x N to be the sample space and equip it with

the o-algebra F := o(w(z,n), K(z,n), X, : (xr,n) € V). We define two probability
measures on this measurable space.

We denote by P the joint measure of environment £¥ and the random walk (X, ),
which is the annealed (or averaged) law. We write E for the expectation under
the annealed law P. Whenever we condition on the event By := {(0,0) € C}, we
denote this conditional law by a tilde, i.e. P(-) := P(:|By) and E(-) := E(-| By).

We denote by P the quenched (or path-wise) law of the random walk, which is
Pe(-) :=P(:|¢K). The expectation under the quenched law P is denoted by E.

Throughout the paper, we choose to work with the supremum norm. The specific
choice of a norm is not important for the results. For any function f : N — R,
we write oy, € O(f(n)) iff limsup e,/ f(n) < 0o as n — oo. Finally, note that the
constants 0 < ¢,C' < oo are used in a generic sense and may take different values
within the same set of equations.

1.2. Results.

Lemma 1.2 (LLN for polynomially time-mixing weights). Let d > 1 and p €
(pe, 1]. If K is independent of w, strictly positive, stationary and ¢-mizing in the
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time coordinate with mizing coefficients ¢, € O(n~+0) for any § > 0, then a
LLN holds, i.e. there is a constant ji € R? such that ||fi||cc < 1 and
X ~
P (n 2o, ﬁ) =1 forP-a.e. £¥. (1.8)
n
For the proof of the LLN we use a regeneration structure and we can express the
drift vector [ using regeneration times, see Equation (3.20).

Theorem 1.3 (Annealed CLT for polynomially time-mixing weights). Let d > 1
and p € (pe,1). If K is independent of w, strictly positive, stationary and ¢-mixing
in the time coordinate with mizing coefficients ¢, € (’)(n‘“‘*“”) for some 6 > 0,
then an aCLT holds, i.e. for all continuous and bounded functions f € Cy(R%)

~ (Xn - nﬁ) n— oo
E D 1.9
(5 *) (1.9
where [i is the same drift vector as in Lemma 1.2, ®(f) := [ f(z)®(dz) and ® is a
non-trivial centred d-dimensional Gaussian law with full rank covariance matriz 3.

While the LLN, Lemma 1.2, holds for p = 1, we can prove the central limit
theorems under the given mixing conditions only for p < 1. For the aCLT on the
full lattice, p = 1, the main difficulty is to show non-degeneracy of the limit.

Theorem 1.4 (Quenched CLT for exponentially space-time-mixing weights). Let
d>2and p € (p.,1). If K is independent of w, strictly positive, stationary,
¢-mixing in the time coordinate with mizing coefficients ¢, € O(e™ ") and -
mizing in space with mizing coefficients a, € O(e™%"), 0 < c¢1,¢o < 00, then a
quenched CLT holds with the same limit as in Theorem 1.3, i.e. for all continuous
and bounded functions f € Cyp(R%)

Xn —nfi n—00 ind
Ee {f (( \/ﬁn,u))} - ®(f) for P-a.e. £X, (1.10)
where [i is the same drift vector as in Lemma 1.2 and ® is the same law as in
Theorem 1.5.

Again, the qCLT holds with full rank covariance matrix % for p = 1 only under
some additional assumptions, see Section 1.3

1.3. Related Material. There are many closely related works that cover models
similar to ours. A list of papers together with a brief description can be found
in Birkner et al. (2013). Our environment ¢% is neither elliptic, nor reversible,
Markovian or stationary with respect to P. However, the environment is mixing
and the environment seen from the particle is asymptotically stationary for constant
weights K = 1, which was shown by Steiber (2015). The first observation is used
in the proofs in this paper, the second could result in alternative proofs of the
aCLT for our model using standard methods, see e.g. Zeitouni (2004). There is also
a second generalization of the underlying model by the authors of Birkner et al.
(2013) themselves. They consider an environment, which is the time reversal of a
Markov process generated by oriented percolation Birkner et al. (2015).

Our model falls also into the class of dynamic random conductance models, which
is the classical set-up for RWDRE. On the full lattice, p = 1, the environment is
reversible and we can express the conductances in terms of our weights K. For any
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fixed time n € N, we define conductances in space between two neighbouring sites
z,y € Z% by c(x,y) = K(z,n)K(y,n). We get conductances for every time-slab
that change dynamically in the time-coordinate. If we choose K i.i.d. we get a
2-dependent random conductance model.

We are interested in comparing results for weighted random walks on the per-
colation cluster, p < 1, with weighted random walks on the full lattice, p = 1.
This provides us with a better understanding of the role of the backbone C. If
the weights K are stationary and ¢-mixing with ¢,, € O(n~(*9) for some § > 0,
then on the full lattice the aCLT holds directly by applying a central limit theo-
rem for stationary, mixing sequences, e.g. Theorem 18.5.3 in Ibragimov and Linnik
(1971). However, the limit law can be degenerate under these assumptions. Non-
degenerate aCLTs were proven under more restrictive assumptions. For example
Dolgopyat and Liverani (2009) treated the case where the conductances are i.i.d. in
the space dimensions and a finite state Markov chain in time. A more recent paper
in this context is from Andres (2014). He admits space-time mixing, non-Markovian
environments, but requires bounded conductances.

We are also interested in counterexamples to show that our mixing condition
in Theorem 1.3 is sharp. We want to find K such that the mixing condition of
Theorem 1.3 does not hold, i.e. ¢, ¢ O(n=1+9) for any § > 0, and there is no
non-degenerate aCLT with Brownian scaling. The following two examples apply
to p = 1 only. Ideally we want examples that hold in the percolation case p < 1,
which is far more difficult.

The first example is from a paper by Berger and Salvi (2013), who build on
a construction by Bramson et al. (2006) to show that it is possible to construct
unbounded and mixing static random conductances such that a LLN does not hold.
This construction can be applied to our dynamic model as well. Their conductances
are polynomially mixing of order one in space and time, so the mixing coefficients
are in O(n~'), but not in O(n~(1*9)) for any § > 0. This example suggests that
the condition on the mixing coefficients in Theorem 1.3 is sharp, but for a proof
we would need to make it work for p < 1 as well. Another interesting dynamic
conductance model is described by Buckley (2013). He models the weights on the
edges as independent, infinite-state Markov chains. The model is mixing in time
and for large n the mixing coefficients can be bounded below by 1/n. As in the
first example the mixing is slower than O(n~(**+9)) for any ¢ > 0.

These examples use weights to build traps for the random walker and force it
into irregular behaviour for a long enough amount of time. The additional perco-
lation cluster in our model helps the random walker to exit traps early. Since the
percolation cluster is independent of the weights and has the ability to force the
walker along the cluster it can create exit paths from traps formed by the weights.
Consequently it is not possible to adapt the previous examples for our model. This
also explains why we can prove non-degeneracy on the percolation cluster easier
than on the full lattice.

2. Mixing Properties of the Environment

The key ingredient of our proofs is the mixing property of the percolation struc-
ture and environment. We will use it to show that we can define a regeneration
structure, which is mixing itself, such that standard results for stationary, mixing
sequences of random variables apply.
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Lemma 2.1 (The environment is mixing). Let d > 1 and K be stationary and
independent of w.
(i) The processes ¥ and £ are stationary under the law P.
(ii) The processes £¥ is mizing in space-time under the law P in the following
sense: Fixn € N. Let Vg C V be any cone shaped subset of V', i.e. there
is a site (z,1) € V and angle 8 € [n/4,7/2] such that

Ve :={(y,k) e V:k>1and ||z — y||s < |k —I|tan(F)}. (2.1)

Let V4 C V be such that L := |V4| < oo and dist(Va,Vg) > n. Then
there exist constants 0 < ¢,C < oo such that for any two events A, B €
o(&F(y) : (y, k) € V) with supp(A) C V4 and supp(B) C Vi we have

ol (A, B) := [P(AN B) — P(A)P(B)| < C2-L2e™c. (2.2)

Remark 2.2. The environment is not stationary under the conditional law P. How-
ever, the environment is mixing under the conditional law P, since the event By
can either be included in the event A or in the event B in Lemma 2.1. Therefore
Equation (2.2) holds with constants L' = L + 1 and ¢ = ¢/2 also for P.

Proof of Lemma 2.1: (i) The process ¢ is stationary with respect to P, which
follows from the fact that the time-reversed process is a stationary discrete time
contact process as explained in Birkner et al. (2013). The environment X is sta-
tionary with respect to P, since it is the product of two independent stationary
processes.

(ii) First, define the length of the longest path on the oriented percolation cluster
given by ¢F and starting in some point (y, k) € V by

Uy, k) :=sup{n > 1:3(y/,k+n) €V : (g, k) = (4 k+n)}.  (23)

Note that I(y,k) = oo if (y,k) € C. Define a subset Vg C V and event B as in
Lemma 2.1. We will successively consider more complicated events for A. To begin
with, let the second event be Ay := {&f (1) = 0} for some (x1,k1) € V such that
dist({(z1,k1)}, V) > n. By Lemma A.1 in Birkner et al. (2013) we know that

P (A; N {l(z1, k1) > n}) < Ceen. (2.4)

The event {I(x1,k1) < n} N A; is measurable with respect to o(w(v) : v € V' \ V)
and therefore independent of B. We can write
P(A;NB) =P(A NnBN{l(z1,k) <n})+P(A NBN{l(z1,k1) > n})
<P(B)P(A1 N{l(z1,k1) <n}) +P(A; N {l(z1,k1) > n})
<P(B)P(Ay) + P(A; N {l(x1, k1) > n})
and similarly
P(A; N B) > P(B)P(A; N{i(z1,k1) <n})

P(
P(B) (P(A1) — P(A1 N {l(21, k1) = n}))
P(
n (2
P

v

B)P(A1) = P(Ar N {l(21, k1) = n}).
A), that
(AN B) —P(A)P(B)| < Ce™". (2.5)

We conclude, using Equatio

Qp, (Alv )
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The same upper bound follows for o (A§, B) with A := {&[ (x1) = 1}, if we use
that

P(AS) = 1 — P(A;) and
P(B N AS) = P(B) — P(BN Ay).

We want to generalize this result to events that have support of more than one
point. Consider events of the form

AY ={l () =0}n...n{& (z1) =0}
for L points (x1,k1),...,(xr, kL) € V such that
dist ({(z1,k1),.-., (L, kL)},VB) > n.
By subadditivity, using the same steps as before, we get
ol (A% B) < CLe™". (2.6)
Observe that an arbitrary event of the form

Al = {fzﬁ(l”l) =s}N...N {f/fL(xL) =s.}

for any s := (s1,...,s1) € {0,1}* can be written as the disjoint union of two
events of the form Ar ;. For example A = Aéo’o) U] Aéo’l). Since we have already

established the mixing property for events A? and Aéo,o) in Equation (2.6), we can

use the triangle inequality to get the mixing property for Aéo’l). The same argument
allows us to derive the bounds for arbitrary sets A7, where we have to pay a price
on the upper bound for each time we apply the triangle inequality. After adding
all the upper bounds of the appearing terms, we get

ol (AL, B) < CL?e™". (2.7)

Finally, it remains to observe that any event A, with L = |V4|, can be written as
a disjoint union of at most 2L events of the type A7, 1 < I < L and the claim
follows. ]

3. The Law of Large Numbers

The process £ is not stationary with respect to P, so we need to use a regen-
eration structure that has stationary increments. The definition of the appropriate
regeneration structure is similar to the case of i.i.d. weights K in Birkner et al.
(2013). It uses additional random permutations to achieve a local construction of
the random walk. For every (z,n) € V we let @(z,n) be a random permutation of
sites in U™ (z,n), which is chosen from the set of all permutations according to the
law

2d
P(&(z,n) = (y1, .., y00) | K) = [| Qf((y“”*” . (3.1)
1=1 2y K (Y, + 1)
The product runs over all consecutive vertices of (x,n). The number of consecutive
vertices |[U*(z,n)| = 27 is the number of corners in a d-dimensional hypercube.
Our construction of the local path will be measurable with respect to the o-algebra
of all weights and permutations in the time interval of interest,

G =0 (w(y, k), oy, k),y € Zen<k< m) . (3.2)
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We need to know the length of the longest open path I(x,n) starting at (x,n).
Then Ij,(z,n) := l(z,n) A k is measurable with respect to G»***1. For the local
construction of the path we furthermore need the set of possible next steps if we
want to stay on paths, which have at least length k. For any k£ > —1, we define
this set as

My (z,n) =

{U+(x,n) ith= -1 gy

{veUt(z,n): lk(v) = max,cpy+(zn lk(2)} otherwise.

Finally, we complete our auxiliary notation by choosing m(x,n) € My (z,n) to be
the first element in the permutation &(x,n). Given a percolation w, a permutation

@ and a starting point (z,n) € V we define the local path v, = ,Y]gx,n) by

N [cx0 i =0
e {mkj1(%(j—1)) =12 Y

The law of the local path (7&?”) (4))j>0 is the same as the law of the random walk
(X;,n+j)j>0 by Lemma 2.1 in Birkner et al. (2013). A more detailed description
of this construction and a picture can be found in their paper as well.

For p < 1 we want the set Sa,, to contain all sites (z,n) € V for which every
directed open path returns to the space coordinate x after 2m steps,

Som == {(z,n) € V:(z,n) = (x,n+2m), P(Xptom = z| X, =2)=1}. (3.5)

Note that we get a strictly positive lower bound on the probability that any site
(z,m) € V is in this set conditioned that it is on the backbone C by considering a
single path. Since it is already on the backbone we only need to make sure that all
sites that are adjacent to the single path are closed, i.e. if p < 1

P(v € Som|veC) > (1 —p)?mE-1) >, (3.6)

Our definition of the regeneration times differs from the paper of Birkner et al.
(2013) in the additional requirement that a regeneration can only happen at points
in So,,. Define the regeneration times recursively by Ty, = 0 and

Tp:=inf{k>T,_14+2m: y—om(k —2m) € CN Sy, }. (3.7)
The corresponding regeneration increments are
Tpi=T,—T,-1 and Y, :=Xgp, —Xp, _,.

The regeneration times are those times at which the local construction discovers a
point that is in the backbone and is followed by an episode in the percolation cluster
that forces the random walk to return after 2m steps independent of the weights K.
Since behaviour of the random walk during these episodes does not depend on the
weights K it can be used to decrease dependency between regeneration increments
by increasing m. Later in the proof we will choose m large, see Equation (4.4), to
show that the covariance matrix has full rank.

The regeneration times are not measurable with respect to the past of the en-
vironment (G§),. The local construction allows us to define potential regeneration
times (0k)k>0 for the (i 4+ 1)th regeneration by o¢ = T; and

Gt = 0% + (9 (01)) + 2. (3.8)

The potential regeneration times are those times at which the local construction
discovers that a local path was finite and jumps to another branch, see Figure 3.1.
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They are (G§),-measurable and therefore stopping times. We only need to check
at potential regeneration times whether all conditions for a regeneration are met.
With this procedure we achieve minimal dependence on the future.

741

(0,0)

FI1GURE 3.1. Example for the regeneration structure in dimension
d = 1. The vertex set V is not shown. The visible edges are those
that can be reached from the origin (0,0) by visiting open sites
only. These edges are in the oriented percolation cluster of the ori-
gin. For a better visualization the permutations @ are chosen non-
randomly and such that sites with smaller space coordinates are
visited first. The local construction discovers three finite branches
of the cluster before finding a regeneration time 77. The end of
each of these branches is marked by a circle. Afterwards the local
discovery of the cluster is continued at the sites marked by the thin
arrows. In this example only the topmost branch is connected by
an open path to infinity and thus is in the backbone C.

Lemma 3.1 (Increments of the random walk are ergodic). Letd > 1, K be indepen-
dent of w, stationary and ¢-mizing in the time coordinate with mizing coefficients
(dn)nen- Then the process (Yo, Tn)nen is stationary and a-mizing with respect to

P with mizing coefficients
(ar)f)TLEN = (¢2mn + 2a§mn)n€N7 (3.9)

where of = Ce™", n € N are the mizing coefficients for £¥ from Lemma 2.1,
Equation (2.2).

Proof: Fix a site (z,1) € V such that ||z||c < 1. Then P(yr, (Ty) = (z,1)) > 0.
We observe that for all n € N by the local construction of the random walk there
exists an event

A€o (wl(y, k), 0y, k) : (y, k) €V,0 <k <Ty)
such that
{vr, (T,,) = (z,1)} = A’ n{(x,l) — oo} C By. (3.10)
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Let 8, : Q +— Q, z € V be the standard shift operator such that (6,w)(z") = w(z+2")
for any w € Q, 2,2’ € V. Then we can write

0 (3 (Ty) = (2, 1)}) = 024 (4) 1 By, (3.11)
Thus, for every event A € o(¢5(y) @ (y,k) € V) we have

P(0.,, (1,)(A) N Bo) = E [P (0, (A) N Bo|vr, (Tn) = (2,1))]
R [P (e(z,l)(A)| 1, (T) = (z,1))]
=5 [P (455 (@) = @0D)]

61D g [ (AQBO ‘9&%1)({7TH(TH) = (x’l)})ﬂ
P(AN By).

Consequently I@’(HWn ) (A)) = P(A) and both processes are stationary with respect
to P.

Denote by W the o-algebra that contains all possible paths of the random walk,
namely

Wi =0 ({(X;(w), )}y s w € Q)

and W = W§°. Then the mixing coefficients for the process (X1, — X7, _, Jnen are
given by

= sup sup P(AN N BY) —P(AMP(BY)|. (3.12)
NeN wew,
AN =W N,
BN::me;°N+n

X
ay

We will from now on leave out the subscripts of the suprema. Furthermore, note
that for every (x,l) € V exists an event

Al € o(w(y k), &y, k) 1y € 2%k < 1)
such that

AN N {(XN, Tn) = (2,0} = Al N {&(2) = 1}
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This allows us to split up the events into disjoint subsets depending on where the
path ends. We rewrite the mixing coefficients as

X = supsup ( Z)Z;MP(ANmBNm{(XN,TN) = (z,1)})
—P (AN n{(Xn,Tn) = (z,1)}) P(BY)
= supsup (Zl)ﬁn (A(A;,l) NBY n{e(z) = 1})
— P (4 el (@) = 1}) B (BY)
= supsup 5 (E%P( l)ﬂBNﬁ{glP(x):l})
—P (4 ) 0 el (@) = 1}) B (BY)|.

The last equation follows from the fact that By C Aé\; pN {¢F () = 1}. We can use

independence of A(m 0 and {¢’(z) = 1} and the mixing property of the weights K
to get

1
aX < supsup 5 (%:)P (A&l)) P (BN N {ef () =1}) (3.13)

~P (AY)) P ({& () = 1) B (BY)| + &(n),

where

E1(n) == 1@( ZIP (A%.0)) O1nw < 11» (A%.0) Gzmn-  (319)

(3: 1) (Jc )

Note that since K is ¢-mixing instead of a-mixing, the factor IP’(A( l)) appears in
the upper bound, which makes the sum in Equation (3.14) finite. We use station-
arity of the environment and P(Bg) > 0 to see that in fact

12 P(AY) = Y P (4),)) P (@) =1}) =P(Bo) Y P (4l ). (315)

(z,l) (z,1)
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We can use the mixing property of ¢ from Lemma 2.1 to factorize P(BN N
{¢F () = 1}) and P(BY) = P(BY N By)/P(By). This leads to the upper bound

1
@5 < SUpSUp G %P (4%.0) P(BY) P (@) = 1) (3.16)

_Pp (A@J)) P (¢F(x) = 1) P (BY)| + £ (n) + 28 (n)

= supsup (£1(n) + 2&(n)), (3.17)

with

1 1
&0 = g (;)P (Ag,,l)) of g < e (;)P (Aggyl)) ol . (3.18)

Combining Equations (3.14), (3.15) and (3.18) tells us that overall the sequence of
regeneration increments is a-mixing and the mixing coeflicients are bounded above
by

1
X P
o S gy (2mn + 202mn) (3.19)

O

With this preparation the LLN, Lemma 1.2, follows directly from the previous
results.

Proof of Lemma 1.2: By Lemma 3.1, the sequence (Y;,),¢n is stationary and mixing
and therefore ergodic. The law of large numbers follows from the ergodic theorem
(Birkhoff, 1931) together with standard arguments from renewal theory and the
drift vector takes the usual form,

fE[XTl]
E[Ty]

fi= (3.20)

O

The next example shows that the average i can indeed be non-zero on the full
lattice, even if the weights K are independent in time. The example was provided
in private communication by Noam Berger.

Example 3.2. Let d = 1. We construct an environment from bounded weights
that are independent in time such that the random walk is ballistic in the space
coordinate, i.e. u # 0. Let (8(n))nen be a family of independent random variables,
each of them uniformly distributed on the set {0, 1,2}. Choose weights for all x € Z
according to

K(z,n) = ((B(n)+3|z|+z) mod 3)+1 € {1,2,3}.
Then the average speed is
K(1,n) — K(-1,n)

K K(L,n) + K(—1,n) /90 <

for any n € N.
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4. The Annealed Central Limit Theorem

The aCLT follows without much additional work from the results we already
established for the LLN.

Proof of Theorem 1.3: We begin with the proof for p < 1, where we have to consider
the percolation cluster. As defined in Equation (2.3) the random variable (")
denotes the length of the longest open path starting at the site (x,n). The proof is
similar to the proof of Lemma 2.5 in Birkner et al. (2013), since K is independent
of w and the bounds derive from the structure of the open cluster. In particular,
the increments (041 — ox) < (Yo, (o)) are dominated by a random variable,
which is independent of the weights K. Furthermore the number of trials to find
a regeneration time is dominated by a geometric random variable with success
probability P(Bg)(1 — p)?™(24=1) > ( by Equation (3.6). Consequently, the first
regeneration time has exponential tails,

P(T) > n) < Ce ™. (4.1)
The same bound holds for the space increment ||Y7||oo, since ||Y1||oo < 17 for all
n € N. We have shown in Lemma 3.1 that the sequence of regeneration increments
(Y, Tn)nen is stationary and a-mixing with coefficients a;X for n large enough.
Therefore, all increments have exponential tail bounds. Under the mixing condi-
tions of Theorem 1.3, ¢,, € O(n~(*9)) for some § > 0, we get for every D > 2/§
that

Y (@) 7% =3 (Gor + 208,,) PF < oo, (4.2)
k=1 k=1

This is the condition of Thragimov and Linnik (1971) for the CLT for a-mixing
sequences. We prove the aCLT first in the case d = 1. Define centred random
variables Z, =Y, — E[Y,] =Y, — E[Y1] for all n € N. By Equation (4.1) we know
that E [|Z,,|P*?] < oo and E[r?+?] < co. Since Z,, is centred, Theorem 17.2.2 in
Ibragimov and Linnik (1971) and Equation (4.2) imply that

> E[Z0Zn]| < 8E [|Z0|° T2 E [|Za]*F7] Z(af)a’iz
n=1 n=1
< C-(af)pi 122, (4.3)

The space increment Z; is not constant, so E [Zg] > 0. Therefore, by Equation

(4.3) we are free to chose m so large that

> ElZ0Z]

k=1

< %IFZ (73] . (4.4)

This choice of the distance 2m between two pieces of the regeneration increments
allows us to conclude that the variance is strictly positive and the central limit
theorem has a non-degenerate limit. Namely, the previous equation implies

(o)
o =R [Z5] +2) E[ZoZ] > 0. (4.5)

k=1
Here, we use the percolation cluster explicitly to bound the variance away from
zero. Using a central limit theorem for stationary and a-mixing sequences, e.g.
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Theorem 18.5.3 in Ibragimov and Linnik (1971), and renewal arguments (Kuczek,
1989) we get a non-degenerate central limit theorem for the sequence (Y, 7n)nen-

Furthermore, we can generalize this result to the multivariate case using e.g.,
Lévys continuity theorem as in Rio (2013), Corollary 4.1. In this case, we have
to choose m large enough, such that the covariance matrix ¥ has full rank. The
covariance matrix ¥ := (2;;)1<i j<d is given by

Sy =E[(Zo, )]+ 2 E[(Zo, ei)(Zk, €;)], (4.6)

k=1
where (-, -) denotes the usual Euclidean scalar product and {ey, ..., eq} is the canon-
ical basis of Z%. [l

5. The Quenched Central Limit Theorem

The main idea for the proof is to study a pair of random walks on the same
environment and show that their behaviour is close enough to the behaviour of two
random walks on independent copies of the environment. As we did for the regen-
eration structure for a single random walk we define the sequence of regeneration
times for two random walks starting at times Ty, = 7§ = 0 for j > 1 by

T, = inf {k >Tj 1 42m: ’y,(ﬁg) (k—2m)ecCn ng} ,

Tj := inf {k >Tj 4 2m: 'yllc(f;’gz(k —2m)eCn ng} . >
Set Jy = Jj =0 and for m € N and define auxiliary times
Jj = inf{k > Tj_y : T, = T}, for some k' > J;} and 5:2)
Ji = inf{k > Tj_, : Ty, = Ty for some k > J;}.
Define the sequence of simultaneous regeneration times by
=Ty, =Ty, m>0 (5.3)
or recursively T§™ = 0 and
To™ =min ({T; : T; > T™ y 0 {T] : T) > T }) (5.4)

The increments Yy, Y), 7, and 7}, are defined as in the single walk case and we set
for m,l € N

X =Xr,, X = Xé«;n

oo ) /!
Xl = XTLS]I“’ Xl — Tlsim-

(5.5)

Finally denote the pieces between simultaneous regenerations =,, € W :=F x F x
74 x 74 by

= Jm I

Sm = ((Yk:aTk?)k_Jm_1+17 (Yk/7Tl::)sz,,’,L71+17XTJm’X/T}/ ) ’ (5.6)

where F := [J77,(Z x N)”. We need some more notation to indicate when we
are considering two random walks simultaneously on the same percolation cluster.
Take two starting points for the random walks z, 2’ € Z?. Let

By = {€) (z) = 1} N {& (2') =1}
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be the event that both starting points are in the backbone C. Conditioned on By 4
let X := (X,), and X' := (X},), be two independent random walks started at
(2,0) and (2’,0) respectively and both with transition probabilities as in Equation
(1.7). Write for the law of the two walkers conditioned on B, ;-

ijx(jlzn’t() = Pja:o,lacn’t ( | Bz@’) = pioie ( |X0 = va(/) =, Bw,w’) ) (5.7)
where the superscript indicates that the two walks run on the same realization of
the environment. We will describe the joint law by comparing it to the law of two
independent random walks Piﬁ‘i/, which is the product measure of two independent
copies of single random walks with laws ]IND; and If”i, on two independent copies
Q4, Q9 of the environment,

Py () =B ()BL ().

To describe the second random walk, let &’ be another, independent random per-
1(z,n) (z,n)

mutation distributed like & and define paths v, analogously to v, using @’
instead of @. For given n, k the construction of both paths are measurable w.r.t
GF=o (w(y, i), @(y,4),a&' (y,9) : y€ZWn<i<k). (5.8)

Conditioned on B, ,» we may couple the random walks by

— lim (=0 1) = Tim A0
(X, k) = lim 4,25 (k), (X, k) = lim 5,7 (k).

n n

The proof of Theorem 1.4 is analogous to the proof of Theorem 2 in the paper
of Birkner et al. (2013). However, some of the lemmas along the way have to
be modified. Most of the proofs in this paper are kept rather short, if a similar
and more detailed version can be found in the original paper. Here, we will list
the essential adaptations needed to make it suitable for our problem. We get the
exponential bounds on the joint regeneration times with the same argument as in
the proof of Theorem 1.3, Equation (4.1), i.e. for all z,2’ € Z¢

PR (TF™ > n) < Ce™. (5.9)

Also, the sequence of joint regeneration increments is again stationary and a-mixing
by a similar reasoning as is used in Lemma 3.1.

Lemma 5.1 (Total variation distance of joint and independent law, cf. Lemma
3.4 in Birkner et al. (2013)). There exist constants 0 < ¢,C' < oo such that for all
x, oz’ € 74

where || - ||7y is the total variation norm.

. " s
PO (E =) - PR (B = )| < cemellel,

Proof: As in the original paper, without loss of generality, we prove the lemma
for two start points z = 0 and z’e;, where e; is the first coordinate vector in Z¢
and ' > 2m. Let Qq, Q5 and Q3 be three independent copies of environment and
permutations, i.e. for all ¢ € {1,2,3} we define

Q; = {w;(v), K;(v),0;(v) v eV},

Throughout this proof, we will add 2; as an argument to our random variables
to indicate which realization of percolation and permutation is used in the con-
struction. Detailed definitions can be found in the proof of Lemma 3.4 in Birkner
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et al. (2013). For example, we write
Baw (Q, Q) = {& (2; ) = & ('3 925) = 1}
for the condition to start the walks on the backbones of 2; and €2; respectively,
TR = 79, 0,)
= inf {n > 1 &7 (7™ () Q) = €7 (755 (m5Q); ) = 1}

for the simultaneous regeneration times and

21(4,Q5)

= (20, (@)™, (), T T, Ko (90), Xy ()

i
for the simultaneous regeneration increments. To construct a simultaneous regen-
eration increment of two independent walks E;‘:‘i,, we will start one random walk
at £ = 0 on ©; and another random walk at ' on Q5. Similarly we construct
the simultaneous regeneration increment of two walks on the same cluster Ef‘;,t by
starting two random walks in z and 2’ respectively both on 3. It is convenient to

write

—joint | __ EI<Q37 QS)a if Bw,z’ (Q?n Q?}) occurs,
= = .
o A otherwise,

—z,x! T

ind =1(921,99), if By (€1, Q2) occurs,
A otherwise,

with some cemetery state A. If we start the random walks far enough apart, then
with high probability the regeneration event will happen in two disjoint subsets of
V that have a distance of #’/2. This allows us to use the mixing properties of the
environment, Lemma 2.1. Define the two disjoint subsets of 51,52 C V by

Sy :={(y,k) €V :|y| <kforal 0<k<|x—2a|/4},
Sy :={(y,k) €V :|ly—2a'|<kforall 0 <k <|z—2a'|/4}.
Then dist(S1, S2) = 2’/2 as shown in Figure 5.2. Finally, define the events
Ly == {l(z,0;Q1) VI(a',0; Q) VI(z,0;Q3) VI 0;Q3) < |z — 2’| /4},
Ly =& (1) = & (23 %) = (23 %) = & (23 %) = 1}
TS < |z —a|/4} N{T3S < | —a'|/4}.

Conditioned on these events the two random walks stay far enough apart. Note
that the events L; and Lo are disjoint. Since the probabilities of the complements
of both sets have exponential bounds in 2’ by Lemma A.1 in Birkner et al. (2013)
and Equation (4.1), we know that P(L{ N L§) has an exponential tail bound in z’/4.
So,

Sxp T

[PER = w) - PER, = w)

< ’IP’( = } 0 Ly) — P({End —w}le)‘

—x,x’ = —z,x’ T
=+ ‘]p( mjoint _ w} N Ly) — P( Egl,‘;, =w}n Lz)‘

—x,x’

+ Ceme'/4, (5.10)
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A
QL Z‘ QJ
I I
1 1
1 1 fL’ 1
S] ! 4 ! SQ
I I
1 1
1 1
1 1
1 1 R
=0 ! ! x’ Ze;
< 774 >re 772 >t Z7a >

FIGURE 5.2. Conditioned on either of the events L; and Lo both
regeneration increments depend on percolation cluster and permu-
tations only in the sets S7 and S; respectively. Since both sets have
at least distance 2’/2, we can use the mixing property of the envi-
ronment to bound the difference of probabilities of a joint versus
an independent pair of regeneration increments.

On the event L; the regeneration increments are supported on the sets S; and
So. Thus, we only have to use the space-mixing property of K once to obtain
immediately

PH{EC™ = w} N L) — PUEDY, = w} N L)| < agr o (5.11)

“x,x! T —x,x’

Very similar to what we did in the proof of Lemma 3.1 we obtain the bounds on our
second term by summing over all possible endpoints for the increment. For every
site (y, k) € Sy there exist events

AR (Q)) € o(w(z,1): ), @(2,1;%) : (2,1) € S1)  and
As(y) € o(w(z,1;9Q;),w(2,1;9;) : |z — 2| <),

such that

’—:],L,Olzn/t - U}} ﬂ {(XTslm Q3 Tglén) == (y, k)} m L2
= AP(Q) N {6 (4 ) = 1} 1 Ao()

and

=i, = w0 { (X (20). i) = (0.1} N 2

— AU Q) N {eF (y; ) = 1} N Ax ().
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Therefore
[PUERE = w} N Ly) — P{ERS = w} N Ly)|

—x,x! —x,x

< 3 P (AP0 N D (5 0) = 130 Ax(9)
(y,k)ES1

= P (AP (1) N {6 (55 ) = 1}) P(A2(02)
D DR S A CAE A B (5.12)
(y,k)€S:

Using |Si| = 2/%/8, we can combine the three previous estimates in Equations
(5.10), (5.11) and (5.12) to obtain

i =) — Pind. (21 =

TV
= sup [PERN = w) — PE = w)|
weWU{A}
2

’ x
< Ce™c® /4 +am’/2 + ? (¢x’/4 + Oéi(:/4> .

The conclusion of the lemma follows since all mixing coefficients are exponentially
decreasing. [

We have established that the total variation distance between the laws of two
independent walks and two walks on the same cluster becomes small if the walks
start far apart. Now, we need estimates on the probabilities to find two independent
walks closer together or further apart after some time. For this, we compare it with
standard Brownian motion and estimate exit probabilities from an annulus.

Lemma 5.2 (Escape time from an annulus, cf. Lemma 3.6 in Birkner et al. (2013)).
Let U be the linear, bijective map that decomposes the inverse covariance matrix
from Theorem 1.3, ¥~' =UTU. Write for r > 0

h(r) :=inf{k € N: [|[U(Xg — X})||oo <7}

H(r) :=inf{k € N: [|[U(Xg — X})|loo > 7}

and set for ri <1 <719

log(r)—log(r1)

log(ra)—log(riy ~ Jord =3
22d" 2-d

T T
ST —a ford=2.

1 T2

fa(rsr,ra) =

Then for every € > 0 there are large constants R and R such that forallrg >r1 > R
and ro — 11 > R and for all starting points x,y € Z¢ such that r = ||U(z — y)||co,
ry <r<ro,

(1 =€) falryri,ra) S BPRY(H(r2) < h(r1)) < (1+€)fa(r;ri,r2).

Proof: Under the law Pind the two copies of the random walk (X'k)keN and (X,;)keN
are independent and their difference is again a random walk with finite variance and
zero mean. By Theorem 2.2 in Merlevede (2003) or Theorem 4.3 in Rio (2013) we
get a functional central limit theorem for (X p—X i )ken under the same assumptions
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as in Theorem 1.3. The limit law is Brownian motion with some covariance operator
Y. Since the covariance matrix ¥ is symmetric and positive semi-definite it has a
Cholesky decomposition. It has full rank and so the inverse has a decomposition
Y~! = UTU, where U has full rank as well. Then the limit law of the random
walk (X,,) under the map U has identity covariance matrix. If we define h and H
as above, we can compare the random walks to the standard estimates of the exit
probability from annuli for Brownian motion, which gives the conclusion. (I

Lemma 5.3 (Separation lemma, cf. Lemma 3.8 in Birkner et al. (2013)). For
dimension d > 2 there are constants by,by € (0,1/2), b3 > 0, by € (0,1), C >0
such that for large n

BIC (H (nl1) > n) < Cebsn™”, (5.13)

Proof: For the proof, we have to be a little bit more careful as our environment
¢% does not have the Markov property and the regeneration increments are not
independent. In the first step of the proof of Equation (5.13) we observe that
instead of forcing two paths on the same cluster to move in opposite directions by
choosing @, we can as well choose the percolation w to our needs. In this case, we
get the required bounds, Equation (3.29) in Birkner et al. (2013), with the further
advantage that the construction depends on the percolation only. This allows us
to rely on the Markov property of ¢¥. Furthermore, define the event

A, = {(Xn, X!) has reached distance n®* in at most n*** 4+ n’ steps}.

Following the proof in Birkner et al. (2013) we know from their Equations (3.34) and
(3.35) that there exist by € (0,1/6) and bg € (0,1/2) such that PIT(A,) > § for
some § > 0 and uniformly in z,y. This bound is based on the escape time estimates
of Lemma 5.2. We can pick by € (3by V bg, 1/2) such that n’? > n3%1  nbs. We
get the required upper bound for the probability to fail to reach the distance n®:
at least n% times by looking only at every second regeneration increment and then
using mixing properties to bound dependencies between them. This way we get

nba nba
mjoint c mjoint c
0,0 m An < 0,0 ﬂ An
k=1 k=1,k odd
nba
mjoint c\mpjoint c
<Pyy (AD)Poy m AL |+ aser s
k=3,k odd
b
. mjoint nb4
c
S e S H ]P)070 (Ak‘) + 70%351 +nbe
k=1,k odd

b6

< (1= 0" 4 Onbaemen™ men

panba/2
< Opbae=bsm™

—b3nba/?

< Ce

for n large enough, bs := min{—log(1—9), ¢} and by < min{6b; V 2bs, ba —3b1 Vbs}.
By construction these attempts take at most

nb4 (n3b1 _|_ nbe) S nb2_3b1\/b6n3b1\/b6 _ an



Random walks on weighted, oriented percolation clusters 73

steps. This proves Equation (5.13) for d > 3 and similarly in d = 2, see Birkner
et al. (2013). O

Lemma 5.4 (cf. Lemma 3.10 in Birkner et al. (2013)). For d > 2 there exist
constants b,C > 0 such that for every pair of bounded Lipschitz functions f,g :
R? — R with Lipschitz constants L ¢ and Ly respectively

X, — nji X, —nji find X —nji Xﬁ*”ﬂ
(%) ()] sl () (5|

<O+ |Ifllso+Lg) (1 +lglloc + Lg)n ™",

mnjoint
IEO,O

where i := E[r | and [ is as in Theorem 1.3.

Proof: The proof remains almost the same as in Birkner et al. (2013), using the
separation lemma, Lemma 5.3, and a coupling of dependent and independent =-
chains, introduced in their Lemma 3.9. Furthermore, we do not have standard
large deviation estimates. Instead, we need use the Markov inequality together
with an estimate on the expectation of the product of mixing random variables,
e.g. Theorem 17.2.2 in Ibragimov and Linnik (1971) to get

n
~ . _ o joint
PGt (T5™ > Kn) < e FMER™ [ e ]
k=1

n D soine 1 K
_ 25 ~oint joint
< e Kn E ag PEYS {eT’c }
k=0

> joint

D ~ s
< nag,t? exp (log EP" [eTk } n—K n) .

Since the time increments 75™ have exponential moments under the joint law by
Equation (4.1), we can choose the constant K > log IEJOO’E)nt [e7"]

tail bounds

to get exponential

Pyo (T3 > Kn) < Ce“™. (5.14)

This shows that Equation (3.47) in Birkner et al. (2013) holds in our case and
completes the proof by following their steps. O

Proof of Theorem 1.4: As in Birkner et al. (2013) we show that for any bounded
Lipschitz function f: R — R

o (572

where ®(f) = [ f(z)®(dz) and @ is a non-trivial d-dimensional normal law and
i is as in Theorem 1.3. We do this by finding an upper bound of different terms
and show that each of these terms converge individually as n — oo. Let Ly be the

2720  for P-ae. €K, (5.15)
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Lipschitz constant of f and write

[ (9] o]
(=79 -

Ee

<

X[n/ETl] - n/j 1
f( VAlEn W)H (10

+ - o(f)

; (5.17)

f Xin/Ery) —nfi 1

vn/Er  VET
where we write [n] for the integer part of an index n. In Term (5.16) we split the
position of the random walk according to

NG NG Vi Vn/Elm]  VER]

where
V= max{k > 0: T, <n}.

Conditioning on three suitable events (see terms (i)-(iil) in Equation (5.19)) and
using the properties of Lipschitz functions we get for constants 0 < ' < 1/2 < 8 <
land v € (8/2,1/2)

s (B7)] - =
nY +n?

N

‘ 5.19)

Znﬁ)

f Xy —nji 1
Vn/Em VET

: , .
< Ly 2l | Pe (= | 2 0) 4 e (10 - g

@) (i4)

> n”) .
(444)

For term (i) in Equation (5.19) we need to look at polynomial tails instead of
logarithmic tails as in the original paper. For every ¢ > 0 we get from the Markov
inequality and stationarity of the joint regeneration increments under the annealed
law that

~ ’ 1~ ’ 1~ ’ C 4
P(Pg (TnZn'y) >6) Sf]E(Pg (THZnV)) :f]P(Tnzn”’) < Zemen”
€ € €

is summable in n for every € > 0. We conclude by Borel-Cantelli that

Xk - X[n/Eﬁ]

+ 2] fll oo Pe < sup
|k—n/ET1|<nP

P (HXn - XV"H > n“’,) < P (Tn > n”l) 27 0 for P — a.e. K, (5.20)

since || X,, — Xv, || < 7. For term (i) in Equation (5.19) we proceed as in Birkner
et al. (2013) and use their equations (3.64) and (3.67) to show almost sure con-
vergence. Here we only need to remark that their Equation (3.64) holds by a law
of the iterated logarithm for stationary mixing sequences, e.g. Theorem 6.4 in Rio
(2013). For term (iii) in Equation (5.19) we use Equations (3.68) and (3.69) from
Birkner et al. (2013), where Equation (3.69) holds by Inequality (I1.6) in Rio (2013).
Therefore, Term (5.16) converges for P-a.e. 5 to 0 as n — oo.
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For Term (5.17), we choose ® to be a rescaled normal law ®(f(-)) :=
®(f(-/v/Er)) and the almost sure convergence follows from Lemma 5.4 together
with Lemma 3.12 in Birkner et al. (2013). Lemma 5.4 is used to control the covari-
ance of two walks under P by comparing it to the variance of a single walker
under the annealed law. Then Lemma 3.12 turns this into a quenched CLT for X,,.
The proof of their Lemma 3.12 holds true in our case as there is a moderate devi-
ation principle for stationary, strongly mixing sequences, Theorem 4 in Merlevede
et al. (2009). We complete the proof of Theorem 1.4 with the remark that any
continuous bounded function can be approximated by bounded Lipschitz functions
in a locally uniform way and Equation (5.15) holds for any continuous bounded
function. O

6. Open Questions and Further Work

Many questions in this project remain open and can hopefully be answered with
general progress in the field. At this point we do not know, whether the percolation
cluster only allows for easier proofs or whether it creates Brownian scaling limits
in a broader class of weights K compared to the full lattice. Therefore, one of
the most important question to answer is, whether our aCLT can be extended to
the full lattice p = 1. While we failed to show non-degeneracy of the central limit
theorem without additional assumptions on the moments of K, we are not aware
of a counterexample either.

We furthermore would like to establish whether our bound on the mixing co-
efficients in Theorem 1.3 is sharp. So far we are not able to construct a suitable
example since the percolation cluster destroys any trap.

Finally, the bound on the mixing coefficients in Theorem 1.4 most certainly is not
sharp and should probably depend on the dimension d. We would like to improve
the bounds to polynomially mixing coefficients.
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