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Abstract. We introduce a family of real random variables (β, θ) arising from the
supersymmetric nonlinear sigma model H2|2 and containing the family β intro-
duced by Sabot, Tarrès, and Zeng (Sabot et al., 2017) in the context of the vertex-
reinforced jump process. Using this family we construct an exponential martingale
generalizing the ones considered in Sabot and Zeng (2018+) and Disertori et al.
(2017). Moreover, using the full supersymmetric nonlinear sigma model we also
construct a generalization of the exponential martingale involving Grassmann vari-
ables.

1. Introduction and main results

The nonlinear supersymmetric hyperbolic sigma (H2|2) model was introduced by
Zirnbauer (1991) as a toy model for quantum diffusion. The corresponding measure
can be better analyzed after passing to horospherical coordinates (u, s) as in Spencer
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and Zirnbauer (2004) (for the nonsupersymmetric version) and (u, s, ψ, ψ) as in
Disertori et al. (2010) (cf. details below). In particular a phase transition in
dimension d ≥ 3 was proved, see Disertori et al. (2010) and Disertori and Spencer
(2010).

The H2|2 model has an interpretation as a random Schrödinger operator (Dis-
ertori and Spencer, 2010) and unexpectedly also as mixing measure and two point
function for the vertex-reinforced jump process (Sabot and Tarrès, 2015; Bauer-
schmidt et al., 2018). This process was conceived by Werner and first developed by
Davis and Volkov (2002, 2004).

More recently Sabot, Tarrès, and Zeng developed further the random Schrödinger
operator interpretation (Sabot et al., 2017; Sabot and Zeng, 2018+). In particular
they derived the explicit law for the random potential, and constructed two families
of martingales in discrete time. One of them is the key ingredient to derive a
characterization of recurrence/transience behavior of the vertex-reinforced jump
process. Sabot and Zeng (2017) connected these families to certain continuous
time martingales. Interesting formulas related to the work of Sabot, Tarrès, and
Zeng appear also in Letac and Weso lowski (2017).

The above two families of discrete time martingales are only the first instances
of an infinite hierarchy of martingales described in Disertori et al. (2017). All these
martingales involve only the u components of the H2|2 model. In this paper we ex-
tend these martingales to even larger families involving all the variables (u, s, ψ, ψ).
How this article is organized. In Sections 1 and 2 we consider only the marginal
µW (du ds) of the full H2|2 model obtained by integrating out the Grassmann vari-
ables (ψ,ψ). It is introduced in Section 1.1. The random variables u encode the
asymptotics of local times for a time changed vertex reinforced jump process while
the random variables s describe the corresponding fluctuations. For details see
Merkl et al. (2018+).

In Section 1.2 we introduce a scaling transformation S for the variables (u, s).
The effect of this scaling on the measure µW is formulated in Theorem 1.1. We
provide two different proofs of it.

• The first proof, given in Section 2.1, is based on Lemma 2.2 which describes
the ratio between the original and S -transformed probability density of
two supersymmetric sigma models with different parameters. Also for this
lemma two different proofs are given.

– The first proof, given in Section 2.2, is based on explicit computations
on the quadratic form associated to the matrix AW defined in equation
(1.2).

– An alternative proof, given in Appendix B.1, uses the description of
the density of the supersymmetric sigma model in terms of 2 × 2 de-
terminants connected to the linear algebra of Weyl spinors.

Both these proofs are self-contained.
• The second proof of Theorem 1.1 uses conditioning on the u variables and

a result from Disertori et al. (2017). It is given in Appendix B.2.

Theorem 1.1 is in turn the key ingredient to prove the martingale property,
which extends Theorem 2.6 and Corollary 2.7 from Disertori et al. (2017) to test
functions depending on (u, s) variables. Note that when the test function depends
only on the u variable, we recover the martingales derived in Disertori et al. (2017).
The martingale property on an infinite graph for the marginal µW is stated in
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Section 1.3, while Section 1.2 contains some preliminary results in finite volume.
All these results are proved in Section 2.

In Section 3 we extend the results of Sections 1 and 2 to the full H2|2 super-
measure studied in Disertori et al. (2010), where Grassmann variables are included.
In particular, this requires a generalization of the above mentioned scaling trans-
formation S to a version including both, Grassmann and real-valued variables.
The effect of this generalized scaling is given in Theorem 3.3, which is one of the
main results of the paper. As a consequence, we introduce a generalization of the
notion of martingale to a ’susy martingale’, not to be confused with the notion of
supermartingale in standard probability. Here the test functions may depend on
Grassmann variables too. In particular when the test function depends only on the
real variables u, s but not on the Grassmann variables, we recover the martingales
described in Theorem 1.3 and Corollary 1.4.

1.1. The nonlinear supersymmetric hyperbolic sigma model. Let G̃ = (Ṽ , Ẽ) be a

finite connected graph with vertex set Ṽ and set of undirected edges Ẽ. We assume
that G̃ has no direct loops and no parallel edges. We write i ∼ j if there is an edge
between i and j. Let δ ∈ Ṽ be a distinguished vertex and set V = Ṽ \ {δ}. Every

edge (i ∼ j) ∈ Ẽ gets a weight Wij = Wji > 0. For convenience of notation, we

set Wij = 0 for all i, j ∈ Ṽ with i 6∼ j. The euclidean scalar product is denoted by

〈a, b〉 =
∑
i∈I aibi, where I = V or I = Ṽ , depending on the type of a and b. Let

ΩV :=
{

(u = (ui)i∈Ṽ , s = (si)i∈Ṽ ) ∈ RṼ × RṼ : uδ = 0, sδ = 0
}
. (1.1)

We define the matrix AW (u) ∈ RṼ×Ṽ by

AWij (u) =

{
−Wije

ui+uj for i 6= j,∑
k∈Ṽ Wike

ui+uk for i = j.
(1.2)

Let AWV V (u) denote its restriction to V × V . We define ρW : ΩV → [0,∞) by

ρW (u, s) = detAWV V (u)e−
1
2 〈s,AW (u)s〉e−

1
2 〈e−uṼ ,AW (u)e−u

Ṽ
〉

= detAWV V (u)
∏

(i∼j)∈Ẽ

e−Wij [cosh(ui−uj)−1+ 1
2 (si−sj)2eui+uj ] (1.3)

where e−u
Ṽ

= (e−ui)i∈Ṽ is a column vector. The last equality in (1.3) follows directly

from〈
e−u
Ṽ
, AW (u)e−u

Ṽ

〉
=
∑
i,j∈Ṽ

e−uiAWij (u)e−uj =
∑
i∈Ṽ

∑
k∈Ṽ

Wike
uk−ui − 2

∑
(i∼j)∈Ẽ

Wij

=2
∑

(i∼j)∈Ẽ

Wij [cosh(ui − uj)− 1], (1.4)

where the first sum on the right-hand side of (1.4) comes from the diagonal terms
in AW (u) and the second sum from the off-diagonal terms. Using the reference
measure

ζ(duidsi) = e−ui duidsi (1.5)
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on R2, the supersymmetric sigma model is described by the following probability
measure on ΩV :

µW (du ds) =ρW (u, s)
∏
i∈V

1

2π
ζ(duidsi), (1.6)

where we drop the Dirac measure located at (uδ, sδ) = (0, 0) in the notation. We
denote the expectation with respect to µW by EµW .
Notation. In the following, operations are frequently to be read componentwise, like
a2 + b2 = (a2

i + b2i )i∈Ṽ , e−ub/a = (e−uibi/ai)i∈Ṽ , log a = (log ai)i∈Ṽ .

1.2. Results in finite volume. We set

GV = {[a, b] ∈ (0,∞)Ṽ × RṼ : (aδ, bδ) = (1, 0)}. (1.7)

For the moment, one may read [ai, bi] to be just the pair (ai, bi). However, any
element of GV can be identified with a family of matrices [ai, bi], together with a
group action described in Appendix A. For [a, b] ∈ GV and (u, s) ∈ ΩV × ΩV , we
introduce the scaling transformation

S[a,b](u, s) =

(
ui + log ai, si − e−ui

bi
ai

)
i∈Ṽ

, (1.8)

S −1
[a,b](u, s) =(ũ, s̃) = (ui − log ai, si + e−uibi)i∈Ṽ . (1.9)

We remark that in light cone coordinates x+ = eu, y = seu this corresponds to a
scaling of x+ and a translation of y. The scaling transformation arises naturally as
a group action as is shown in Appendix A. We also need the following rescaling of
the weights W :

W a = (W a
ij := aiajWij)i,j∈Ṽ . (1.10)

The same rescaling of weights was also used in Sabot et al. (2017). Denote by xV
the restriction of a vector x ∈ RṼ to RV . Let

e−uV V = diag(e−ui , i ∈ V ) (1.11)

denote the diagonal matrix in RV×V with entries e−ui on the diagonal. We consider

the variables θV,W (u, s) = (θV,Wi (u, s))i∈V defined by

θV,W (u, s) = e−uV VA
W
V V (u)sV . (1.12)

Componentwise, we have for i ∈ V

θV,Wi (u, s) =
∑
j∈Ṽ

Wije
uj (si − sj). (1.13)

We need the random variables β̃Ṽ ,W = (β̃Ṽ ,Wi )i∈Ṽ and their restriction βV,W to V
defined by

β̃Ṽ ,Wi (u) =
1

2

∑
j∈Ṽ

Wije
uj−ui , βV,W = β̃Ṽ ,WV = (β̃Ṽ ,Wi )i∈V . (1.14)

These variables were introduced in Sabot et al. (2017). We drop the dependence
on V , W , or both if there is no risk of confusion.

The following theorem describes the behavior of the supersymmetric sigma model
µW with respect to the scaling transformation S[a,b] and is a fundamental ingredient
in this paper. Its extension to Grassmann variables is given in Theorem 3.3.
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Theorem 1.1. Let [a, b] ∈ GV . The image of µW
a

under the map S[a,b] is abso-

lutely continuous with respect to µW with the following Radon-Nikodym derivative
on ΩV :

d(S[a,b]µ
Wa

)

dµW
(u, s) =LW (a, b)−1e−〈(a

2+b2−1)V ,β
W (u)〉−〈bV ,θW (u,s)〉 (1.15)

with the constant

LW (a, b) :=
∏

(i∼j)∈Ẽ

e−Wij(aiaj+bibj−1) ·
∏
j∈V

1

aj
. (1.16)

In other words, for any measurable function f : ΩV → R+
0 , one has

EµW
[
f(u, s)e−〈(a

2+b2−1)V ,β
W (u)〉−〈bV ,θW (u,s)〉

]
=LW (a, b)EµWa [f ◦S[a,b]]. (1.17)

In particular, LW describes the joint Laplace transform of βW and θW :

LW (a, b) =EµW
[
e−〈(a

2+b2−1)V ,β
W (u)〉−〈bV ,θW (u,s)〉

]
. (1.18)

The special case b = 0 was proven as Theorem 3.1 in Disertori et al. (2017). For
a =
√

1 + λ and b = 0 the Laplace transform LW (a, b) in (1.18) equals the Laplace
transform LW (λ) given by formula (2.9) in Disertori et al. (2017).

1.3. Results in infinite volume. Let G∞ = (V∞, E∞) be an infinite graph with edge
weights Wij . We approximate G∞ by finite graphs with wired boundary conditions

G̃n = (Ṽn, Ẽn), where Ṽn = Vn ∪ {δn}, Vn ↑ V∞, and

Ẽn = En ∪ {(i ∼ δn) : i ∈ Vn and ∃j ∈ V∞ \ Vn such that (i ∼ j) ∈ E∞}. (1.19)

We endow the edges of G̃n with the weights

W
(n)
ij = Wij if i ∈ Vn and j ∈ Vn, (1.20)

W
(n)
iδn

= W
(n)
δni

=
∑

j∈V∞\Vn

Wij for i ∈ Vn, and W
(n)
δnδn

= 0. (1.21)

Let µWn denote the H2|2 measure defined in (1.6) for the graph G̃n with the weights

W
(n)
ij .

Lemma 1.2 (Kolmogorov consistency). For n ∈ N, the joint Laplace transform

LWn (a, b) = EµWn
[
e−〈(a

2+b2−1)Vn ,β
Vn〉−〈bVn ,θVn〉

]
(1.22)

of βVn = (βi)i∈Vn and θVn = (θi)i∈Vn satisfies the consistency relation

LWn (aVn , bVn) = LWn+1(a, b), (1.23)

for all [a, b] ∈ GVn+1
with [ai, bi] = [1, 0] for all i ∈ Ṽn+1 \ Vn. In particular, the

law of (βVn , θVn) with respect to µWn agrees with the law of (βVn+1 , θVn+1)|Vn with
respect to µWn+1.

Consistency of the law of β was first observed by Sabot and Zeng (2018+); see
also Lemma 2.4 in Disertori et al. (2017).

By Kolmogorov’s consistency theorem, there is a probability space (Ω∞,F∞, µW∞)
with random variables βββi, θθθi : Ω∞ → R, i ∈ V∞, such that for all n ∈ N the law of(

βββ(n) = (βββi)i∈Vn , θθθ
(n) = (θθθi)i∈Vn

)
(1.24)
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with respect to µW∞ agrees with the law of (βVn , θVn) : ΩVn → RVn × RVn with
respect to µWn . Moreover, by Lemma 2.3 in Disertori et al. (2017), for any finite

graph G̃ = (Ṽ , Ẽ) with Ṽ = V ∪{δ}, there is a measurable function fWV : RV → RṼ
such that

(ui)i∈Ṽ = fWV (βV ). (1.25)

Using the definition (1.12) of θW , we have sV = AWV V (u)−1euV V θ
V (u, s). Hence,

(si)i∈Ṽ = gWV (βV , θV ) (1.26)

with the measurable function gWV : RV × RV → RṼ , (β, θ) 7→ s = (si)i∈Ṽ defined

by sδ = 0 and sV = AWV V (fWV (β))−1e
fWV (β)
V V θ. This allows us to couple the u and

s-variables. We define

u(n) = (u
(n)
i )i∈Ṽn = fWVn(βββ(n)), (1.27)

s(n) = (s
(n)
i )i∈Ṽn = gWVn(βββ(n), θθθ(n)), (1.28)

u
(n)
i = s

(n)
i = 0 for i ∈ V∞ \ Vn. (1.29)

We consider the following set of parameters

(−∞, 0](V∞) = {α ∈ (−∞, 0]V∞ : αi 6= 0 for only finitely many i ∈ V∞}. (1.30)

For α ∈ (−∞, 0](V∞) and n ∈ N, we define α(n) = (α
(n)
i )i∈Ṽn by

α
(n)
i = αi for i ∈ Vn and α

(n)
δn

=
∑

j∈V∞\Vn

αj . (1.31)

Theorem 1.3. For all α ∈ (−∞, 0](V∞), the sequence (M
(n)
α )n∈N, defined by

M (n)
α : (u(n), s(n)) 7→ exp

∑
j∈Ṽn

α
(n)
j eu

(n)
j (1 + is

(n)
j )

 , (1.32)

is a C-valued martingale with respect to the filtration
(
Fn = σ(βββ(n), θθθ(n))

)
n∈N.

Taking derivatives of the martingale (M
(n)
α )n∈N at α = 0, we obtain the following

hierarchy of martingales.

Corollary 1.4. For all k ∈ N and j1, . . . , jk ∈ V∞,

M
(n)
j1,...,jk

=

k∏
l=1

e
u
(n)
jl (1 + is

(n)
jl

), n ∈ N, (1.33)

its real and imaginary part are martingales with respect to
(
Fn = σ(βββ(n), θθθ(n))

)
n∈N.

In Disertori et al. (2017), we showed that the processes (EµW∞ [M
(n)
α |σ(u(n))])n∈N and

(EµW∞ [M
(n)
j1,...,jk

|σ(u(n))])n∈N are martingales. These facts are also immediate conse-
quences of Theorem 1.3 and Corollary 1.4. The first two elements of the hierarchy
also correspond to the martingales discovered in Sabot and Zeng (2018+).



Martingales and the susy hyperbolic sigma model 185

2. The marginal µW (du ds)

2.1. Proof of Theorem 1.1. Using the measure ζ introduced in formula (1.5), we
consider the product

ζV := ζV × δ(0,0) (2.1)

composed of factors ζ indexed by V and one Dirac measure located at (0, 0) ∈ R2

indexed by the special vertex δ.

Lemma 2.1. For [a, b] ∈ GV , the image measure S[a,b]ζV of the measure ζV with
respect to S[a,b] is given by

S[a,b]ζV =

(∏
i∈V

ai

)
ζV . (2.2)

Proof : This is an immediate consequence of e−ũi dũi = aie
−ui dui with ũi = ui −

log ai. �

Lemma 2.2 (Ratio of densities). For [a, b] ∈ GV and (u, s) ∈ ΩV , one has

ρW
a

(S −1
[a,b](u, s))

ρW (u, s)
(2.3)

=
∏

(i∼j)∈Ẽ

eWij(aiaj+bibj−1)
∏
i∈V

exp[−(a2
i + b2i − 1)βWi (u)− biθWi (u, s)].

This lemma is proven in Section 2.2, below.

Proof of Theorem 1.1: We abbreviate c = (2π)−|V |. From (1.6), we know dµW =
cρW dζV . Substituting W by W a, this gives dµW

a

= cρW
a

dζV . We take now the
image measure with respect to S[a,b]. The following calculation uses the description
of S[a,b]ζV from Lemma 2.1 and in the last step the ratio of densities given in

Lemma 2.2 together with the definition (1.16) of the constant LW (a, b).

d(S[a,b]µ
Wa

) = c(ρW
a

◦S −1
[a,b]) d(S[a,b]ζV ) = c

ρW
a ◦S −1

[a,b]

ρW
ρW

∏
i∈V

ai dζV

=
ρW

a ◦S −1
[a,b]

ρW

∏
i∈V

ai dµ
W = LW (a, b)−1e−〈(a

2+b2−1)V ,β
W 〉−〈bV ,θW 〉 dµW (2.4)

This implies the claim (1.15), which is written in (1.17) in a different notation.
Taking the test function f = 1, (1.18) is a special case of (1.17). �

2.2. Proof of Lemma 2.2. We define the matrix HW
β̃(u)
∈ RṼ×Ṽ by

(HW
β̃(u)

)ij = 2β̃i(u)δij −Wij for i, j ∈ Ṽ . (2.5)

Note that for all i, j ∈ Ṽ , one has

(HW
β̃(u)

)ij =

{
−Wij if i 6= j,

2β̃i(u) =
∑
k∈Ṽ Wike

uk−ui if i = j

}
=e−ui−ujAWij (u) = (e−uAW (u)e−u)ij ; (2.6)
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recall that the graph G̃ has no direct loops and hence Wii = 0 by the definition
of the weights. Here and in the following, when calculating with matrices, we
abbreviate e±u = diag(e±ui , i ∈ Ṽ ). Thus, expressions like e−us can be read in
two equivalent ways, componentwise or as a matrix multiplication, both meaning
the same object (e−uisi)i∈Ṽ . We denote by HW

β(u) := (HW
β̃(u)

)V V the restriction to

V × V , i.e. (HW
β(u))ij = 2βi(u)δij −Wij for i, j ∈ V , cf. (1.14).

Lemma 2.3. For (u, s) ∈ ΩV , we have the relations

2
∑

(i∼j)∈Ẽ

Wij [cosh(ui − uj)− 1] =
〈
e−u
Ṽ
, AW (u)e−u

Ṽ

〉
=
〈

1Ṽ , H
W
β̃(u)

1Ṽ

〉
, (2.7)

detAWV V (u) =
∏
i∈V

e2ui · detHW
β(u),

〈
s,AW (u)s

〉
=
〈
eus,HW

β̃(u)
eus
〉
. (2.8)

Proof : The claims follow from equation (1.4) and the relation (2.6) between HW
β̃(u)

and AW (u). �

Lemma 2.4. The matrix AW is invariant with respect to the S -operation in the
following sense: For [a, b] ∈ GV , (u, s) ∈ ΩV , and (ũ, s̃) = S −1

[a,b](u, s) = (u −
log a, s+ e−ub), the following holds

AW
a

(ũ) = AW (u), i.e. AW = AW
a

◦S −1
[a,b]. (2.9)

Proof : For i, j ∈ Ṽ with i 6= j, one has AW
a

ij (ũ) = aiajWije
ũi+ũj = Wije

ui+uj =

AWij (u). Since rows of both matrices AW
a

(ũ) and AW (u) sum up to 0, it follows

also AW
a

ii (ũ) = AWii (u). This proves the claim. �

Proof of Lemma 2.2: Substituting (2.9) into the definition (1.3) for ρW
a

, we obtain

ρW
a

(S −1
[a,b](u, s)) = ρW

a

(ũ, s̃) = detAWV V (u)e−
1
2 〈s̃,AW (u)s̃〉e−

1
2 〈e−ũṼ ,AW (u)e−ũ

Ṽ
〉.

(2.10)

Inserting the definition of ũ and s̃ in the exponents above and using (2.6), the facts
bδ = 0 = sδ and the definition (1.12) of θW , we obtain〈

s̃, AW (u)s̃
〉

=
〈
s,AW (u)s

〉
+
〈
b, e−uAW (u)e−ub

〉
+ 2

〈
b, e−uAW (u)s

〉
=
〈
s,AW (u)s

〉
+
〈
b,HW

β̃(u)
b
〉

+ 2
〈
bV , θ

W (u, s)
〉
, (2.11)〈

e−ũ
Ṽ
, AW (u)e−ũ

Ṽ

〉
=
〈
a, e−uAW (u)e−ua

〉
=
〈
a,HW

β̃(u)
a
〉
. (2.12)

Using in the second equality (1.3) and (2.7), this implies

ρW
a

(S −1
[a,b](u, s))

= detAWV V (u)e
− 1

2

(
〈s,AW (u)s〉+

〈
b,HW

β̃(u)
b
〉)
−〈bV ,θW (u,s)〉e−

1
2

〈
a,HW

β̃(u)
a
〉

=ρW (u, s)e
− 1

2

(〈
a,HW

β̃(u)
a
〉

+
〈
b,HW

β̃(u)
b
〉
−
〈

1Ṽ ,H
W
β̃(u)

1Ṽ

〉)
e−〈bV ,θ

W (u,s)〉. (2.13)
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Since a2
δ + b2δ − 1 = 0, the first exponent in the last expression takes the form

− 1

2

(〈
a,HW

β̃(u)
a
〉

+
〈
b,HW

β̃(u)
b
〉
−
〈

1Ṽ , H
W
β̃(u)

1Ṽ

〉)
=

∑
(i∼j)∈Ẽ

Wij(aiaj + bibj − 1)−
∑
i∈V

(a2
i + b2i − 1)βWi (u). (2.14)

This proves the claim. �

2.3. Martingales.

Proof of Kolmogorov consistency (Lemma 1.2): By Theorem 1.1, one has

LWn (aVn , bVn) =
∏

(i∼j)∈Ẽn

e−W
(n)
ij (aiaj+bibj−1) ·

∏
j∈Vn

1

aj
, (2.15)

LWn+1(a, b) =
∏

(i∼j)∈Ẽn+1

e−W
(n+1)
ij (aiaj+bibj−1) ·

∏
j∈Vn+1

1

aj
. (2.16)

Since aj = 1 for j ∈ Vn+1 \ Vn, one has∏
j∈Vn

1

aj
=

∏
j∈Vn+1

1

aj
. (2.17)

Consider (i ∼ j) ∈ Ẽn+1.

Case i, j ∈ Vn: Then (i ∼ j) ∈ Ẽn and W
(n)
ij = W

(n+1)
ij . Consequently, one has

W
(n)
ij (aiaj + bibj − 1) = W

(n+1)
ij (aiaj + bibj − 1).

Case i, j ∈ Ṽn+1 \ Vn: Then [ai, bi] = [1, 0] = [aj , bj ] and hence aiaj + bibj − 1 = 0.

Case i ∈ Vn and j ∈ Ṽn+1 \ Vn: Then [aj , bj ] = [1, 0]. For the given i ∈ Vn, we
calculate∑

j∈Ṽn+1\Vn:

(i∼j)∈Ẽn+1

W
(n+1)
ij (aiaj + bibj − 1) =

W (n+1)
iδn+1

+
∑

j∈Vn+1\Vn

Wij

 (ai − 1)

=
∑

j∈V∞\Vn

Wij(ai − 1) = W
(n)
iδn

(ai − 1) = W
(n)
iδn

(aiaδn + bibδn − 1). (2.18)

We conclude that the products over edge sets in (2.15) and (2.16) agree. The claim
(1.23) follows. This identity holds in particular for (a2 + b2 − 1, b) in a neighbor-
hood of the origin. As a consequence, by analytic continuation, the characteristic
function of (βVn , θVn) with respect to µWn agrees with the characteristic function of
(βVn+1 , θVn+1)|Vn with respect to µWn+1. The claim follows. �

Proof of Theorem 1.3 (Generating martingale): By the definitions (1.27) and (1.28)

of u(n) and s(n), it follows that M
(n)
α is Fn-measurable. For [a, b] ∈ GVn+1

with

[ai, bi] = [1, 0] for all i ∈ Ṽn+1 \ Vn, we show

EµW∞
[
M (n+1)
α

∏
j∈Vn

e−(a2j+b
2
j−1)βββj−bjθθθj

]
= EµW∞

[
M (n)
α

∏
j∈Vn

e−(a2j+b
2
j−1)βββj−bjθθθj

]
.

(2.19)
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Note that for j ∈ Vn, one has aj > 0 and bj ∈ R. So in particular, we prove the
identity (2.19) for a2

j + b2j − 1 and bj belonging to a neighborhood of the origin,

which implies the martingale property for M
(n)
α .

We rewrite the claim in terms of expectations with respect to the supersymmetric
sigma model on finite graphs. Let

M̃ (n)
α : ΩVn → R, (u, s) 7→ e〈α

(n),eu(1+is)〉. (2.20)

Using the definition of the variables βββ and θθθ, the identity (2.19) is equivalent to

EµWn+1

[
M̃ (n+1)
α

∏
j∈Vn

e−(a2j+b
2
j−1)β

Vn+1
j (u)−bjθ

Vn+1
j (u,s)

]
=EµWn

[
M̃ (n)
α

∏
j∈Vn

e−(a2j+b
2
j−1)βVnj (u)−bjθVnj (u,s)

]
. (2.21)

Since a2
j + b2j − 1 = 0 = bj for j ∈ Ṽn+1 \ Vn, we rewrite the left-hand side of (2.21)

using Theorem 1.1 as follows:

lhs(2.21) =EµWn+1

[
M̃ (n+1)
α

∏
j∈Vn+1

e−(a2j+b
2
j−1)β

Vn+1
j (u)−bjθ

Vn+1
j (u,s)

]
=LWn+1(a, b)EµWa

n+1

[
M̃ (n+1)
α ◦S[a,b]

]
, (2.22)

where the last expectation is taken with respect to the supersymmetric sigma model

on the graph G̃n+1 with the rescaled weights aiajW
(n+1)
ij . We calculate

M̃ (n+1)
α ◦S[a,b] = exp

(〈
α(n+1), eu+log a(1 + i(s− e−u−log ab))

〉)
=e〈aα

(n+1),eu(1+is)〉e−〈α
(n+1),ib〉. (2.23)

Note that
〈
α(n+1), ib

〉
does not depend on u or s. Consequently, inserting the last

expression into (2.22), we obtain

lhs(2.21) =LWn+1(a, b)e−〈α
(n+1),ib〉EµWa

n+1

[
e〈aα

(n+1),eu(1+is)〉
]
. (2.24)

By Corollary 5.3 in Disertori et al. (2017),

EµWa
n+1

[
e〈aα

(n+1),eu(1+is)〉
]

=e〈aα
(n+1),1Ṽ 〉 = e〈α

(n+1),a〉. (2.25)

We conclude

lhs(2.21) = LWn+1(a, b)e〈α
(n+1),a−ib〉. (2.26)

The right-hand side of (2.21) can be obtained from the last expression by replacing
n+ 1 by n. Thus, the claim (2.21) can be written as follows

LWn+1(a, b)e〈α
(n+1),a−ib〉 =LWn (aVn , bVn)e〈α

(n),a−ib〉. (2.27)

By Lemma 1.2, LWn (aVn , bVn) = LWn+1(a, b). Furthermore, using [aδn+1 , bδn+1 ] =
[1, 0], we obtain〈
α(n+1), a− ib

〉
=

∑
j∈Vn+1

αj(aj − ibj) + α
(n+1)
δn+1

=
∑

j∈Vn+1

αj(aj − ibj) +
∑

j∈V∞\Vn+1

αj

=
∑
j∈Vn

αj(aj − ibj) +
∑

j∈V∞\Vn

αj =
〈
α(n), a− ib

〉
. (2.28)
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This shows that (2.27) holds and finishes the proof of the martingale property. �

Proof of Corollary 1.4: By Theorem 1.3, (M
(n)
α )n∈N is a martingale for all α ∈

(−∞, 0](V∞). The martingale property is equivalent to

EµW∞ [M (n+1)
α 1A] = EµW∞ [M (n)

α 1A] (2.29)

for all n ∈ N0 and all events A ∈ Fn. Taking left-sided derivatives at α = 0, we get

∂αj1 . . . ∂αjkM
(n)
α = ∂αj1 . . . ∂αjk e

〈
α(n),eu

(n)
(1+is(n))

〉
= M

(n)
j1,...,jk

M (n)
α ,

∂αj1 . . . ∂αjkM
(n)
α |α=0 = M

(n)
j1,...,jk

. (2.30)

Since |∂αj1 . . . ∂αjkM
(n)
α | ≤ |M (n)

j1,...,jk
| for all α ∈ (−∞, 0](V∞), we can interchange

expectation and differentiation at α = 0 in (2.29). This yields the martingale

property for M
(n)
j1,...,jk

. �

The following are special cases of Corollary 1.4.

• Since M
(n)
j = eu

(n)
j

(
1 + is

(n)
j

)
, we know that(

s
(n)
j eu

(n)
j

)
n∈N

(2.31)

is a martingale.

• One has M
(n)
j,l = eu

(n)
j +u

(n)
l

(
1− s(n)

j s
(n)
l + i

(
s

(n)
j + s

(n)
l

))
. Hence,(

eu
(n)
j +u

(n)
l

(
1− s(n)

j s
(n)
l

))
n∈N

and
(
eu

(n)
j +u

(n)
l

(
s

(n)
j + s

(n)
l

))
n∈N

(2.32)

are martingales. For j = l, this yields the martingales(
e2u

(n)
j

(
1−

(
s

(n)
j

)2))
n∈N

and
(

2s
(n)
j e2u

(n)
j

)
n∈N

. (2.33)

• One has

M
(n)
j,l,m =eu

(n)
j +u

(n)
l +u(n)

m

(
1− s(n)

j s
(n)
l − s(n)

j s(n)
m − s(n)

l s(n)
m

+i
(
s

(n)
j + s

(n)
l + s(n)

m − s(n)
j s

(n)
l s(n)

m

))
. (2.34)

Hence, the following are martingales:(
eu

(n)
j +u

(n)
l +u(n)

m

(
1− s(n)

j s
(n)
l − s(n)

j s(n)
m − s(n)

l s(n)
m

))
n∈N

, (2.35)(
eu

(n)
j +u

(n)
l +u(n)

m

(
s

(n)
j + s

(n)
l + s(n)

m − s(n)
j s

(n)
l s(n)

m

))
n∈N

, (2.36)(
e3u

(n)
j

(
1− 3

(
s

(n)
j

)2))
n∈N

,
(
e3u

(n)
j

(
3s

(n)
j −

(
s

(n)
j

)3))
n∈N

. (2.37)

3. Extension to Grassmann variables

We consider now the full supersymmetric H2|2 model, studied in Disertori et al.
(2010), including Grassmann variables. We start with some preliminaries in Sec-
tions 3.1 and 3.2. In the remaining part, we extend the scaling transformation,
the Laplace transform, and the martingales introduced in the previous sections to
include Grassmann variables.
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3.1. Grassmann algebras. Let V be a finite dimensional R-vector space. Let

ΛV :=

dimV⊕
n=0

ΛnV, ΛVeven :=
⊕

0≤n≤dimV
n even

ΛnV, ΛVodd :=
⊕

0≤n≤dimV
n odd

ΛnV (3.1)

be the Grassmann algebra generated by it, its even and its odd subspace, respec-
tively. In particular, R = Λ0V ⊆ ΛV and V = Λ1V ⊆ ΛV. The Grassmann product
is bilinear and associative. Moreover, for all w,w′ ∈ ΛVodd it is anticommutative:
ww′ = −w′w. In particular, w2 = 0. Let body : ΛV → Λ0V = R be the projection

to the 0th component and soul : ΛV →
⊕dimV

n=1 ΛnV, soul(w) = w−body(w), denote
the projection to the nilpotent part. The subset of positive even elements is defined
by

ΛV+
even = {a ∈ ΛVeven : body(a) > 0}. (3.2)

As a generalization of (A.1), for a ∈ ΛV+
even, b ∈ ΛVeven, w, w ∈ ΛVodd, we set

[a, b, w,w] :=


a b w w
0 1 0 0
0 0 1 0
0 0 0 1

 . (3.3)

The set of matrices, cf. (A.2),

G(V) := {[a, b, w,w] : a ∈ ΛV+
even, b ∈ ΛVeven, w, w ∈ ΛVodd} (3.4)

endowed with matrix multiplication forms a group, non-Abelian except in trivial
cases, with the neutral element [1, 0, 0, 0]. In other words,

[a, b, w,w] · [a′, b′, w′, w′] = [aa′, b+ ab′, w + aw′, w + aw′], (3.5)

[a, b, w,w]−1 = [a−1,−ba−1,−wa−1,−wa−1]; (3.6)

cf. (A.3) and (A.4). Note that a−1 is well-defined because body(a) > 0.

We take again a finite graph G̃ = (Ṽ , Ẽ) with Ṽ = V ∪ {δ} as in Subsection 1.1.
We define the cartesian power of the group G(V) with one component pinned to
the neutral element:

G(V)V := (3.7){
[a, b, w,w] := ([ai, bi, wi, wi])i∈Ṽ ∈ G(V)Ṽ : [aδ, bδ, wδ, wδ] = [1, 0, 0, 0]

}
.

3.2. Superfunctions and superexpectation. Let

A(V) = AV (V) = C∞(ΩV ,ΛV) = C∞(ΩV ,R)⊗ ΛV (3.8)

be the Grassmann algebra over V with coefficients being smooth real-valued func-
tions f ∈ C∞(ΩV ,R), (u, s) 7→ f(u, s). Elements of A(V) are called superfunctions.

Assume that the vector space V has a basis (ψi, ψi)i∈V . Moreover, we set

ψδ = ψδ = 0. (3.9)

Then, ψi, ψi ∈ V ⊆ ΛVodd, i ∈ Ṽ , implies ψiψj = −ψjψi, ψiψj = −ψjψi, and

ψiψj = −ψjψi for all i, j ∈ Ṽ . To describe a superfunction in A(V), the following
abbreviations are useful:

IV = {(i1, . . . , in) ∈ V n : n ∈ N0, i1 < . . . < in} (3.10)
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with respect to some fixed linear order < of the vertex set V . For I = (i1, . . . , in) ∈
IV , we set

ψI = ψi1 · · ·ψin (3.11)

and similarly for ψI . By convention, ψ∅ = ψ∅ = 1. Thus, a superfunction f ∈ A(V)
can be uniquely written as

f(u, s, ψ, ψ) =
∑

I,J∈IV

fIJ(u, s)ψIψJ (3.12)

with coefficients fIJ ∈ C∞(ΩV ,R). Here f∅∅ is the body of f and f − f∅∅ its
nilpotent part. An element f ∈ A(V) is even if fIJ = 0 whenever |I| + |J | is odd;
f is odd if fIJ = 0 whenever |I| + |J | is even. Let A(V)even = C∞(ΩV ,ΛVeven)
and A(V)odd = C∞(ΩV ,ΛVodd) denote the set of even and odd elements of A(V),
respectively, and let A(V)+

even = {f ∈ A(V)even : body(f) > 0}. Smooth functions
(like exp) of elements in A(V)even are understood as power series in the nilpotent
part.

In analogy to the parameter dependent W a in formula (1.10) we will consider a
further generalization of the supersymmetric sigma model H2|2 from Disertori et al.
(2010) involving parameters that depend on Grassmann variables. Our parameters
belong to another Grassmann algebra ΛV ′ with another finite-dimensional R-vector
space V ′. Both vector spaces V and V ′ are viewed as subspaces of their direct
sum V ′′ = V ⊕ V ′. The corresponding Grassmann algebras are related by ΛV ′′ =
ΛV⊗aΛV ′, where the subscript “a” means that the Grassmann product is extended
to be anticommuting on odd elements. In particular, ΛV = ΛV ⊗ R ⊆ ΛV ′′ and
ΛV ′ = R⊗ ΛV ′ ⊆ ΛV ′′.

We will consider superfunctions f ∈ A(V ′′). Each such function can be repre-
sented as in (3.12) with coefficients fIJ ∈ A(V ′). In the following, we consider

coupling constants Wij ∈ ΛV ′+even for all (i ∼ j) ∈ Ẽ and Wij = 0 whenever

(i ∼ j) 6∈ Ẽ. We define the superdensity ρW ∈ A(V ′′)+
even by

ρW (u, s, ψ, ψ) =e−
1
2 〈s,AW (u)s〉e−〈ψ,A

W (u)ψ〉e−
1
2 〈e−uṼ ,AW (u)e−u

Ṽ
〉

=
e−〈ψ,A

W (u)ψ〉

detAWV V (u)
ρW (u, s) (3.13)

with the matrix AW (u) ∈ RṼ×Ṽ defined in (1.2) and the density ρW defined in (1.3).
Note that since body(Wij) > 0 one has body(detAWV V (u)) > 0. As Lemma 3.1
below shows, ρW is the marginal of ρW . Therefore we use the same symbol writing
the supersymmetric variant with the corresponding bold symbol. This convention
will also be used below for other quantities like ζ, µW , and LW . In the following,
we use the Grassmann “derivative” ∂η with respect to any Grassmann variable η.
It is defined by

∂η(ηφ1 + φ2) = φ1 (3.14)

for any superfunctions φ1 and φ2 that do not contain η. In particular, it fulfills
∂ηη = 1 and the anticommuting product rule ∂η(φ1φ2) = (∂ηφ1)φ2 + (−1)σφ1∂ηφ2,
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where σ = 0 if φ1 is even and σ = 1 if φ1 is odd. Grassmann derivatives anticom-
mute with each other. Let

dζV = dζV [u, s, ψ, ψ] :=
∏
i∈V

1

2π
ζ(duidsi)∂ψi∂ψi =

∏
i∈V

e−ui

2π
duidsi∂ψi∂ψi (3.15)

be the supersymmetric reference measure, where we suppress again the Dirac mea-
sure δ(0,0)(duδ dsδ) in the notation. With these notions the supersymmetric sigma
model is given by

µW (du ds ∂ψ ∂ψ) :=dζV [u, s, ψ, ψ] ◦ ρW (u, s, ψ, ψ), (3.16)

where the symbol ◦ means that the partial derivatives ∂ψ and ∂ψ act not only on

the superdensity ρW (u, s, ψ, ψ), but also on the test function as follows:∫
dµW f =

∫
ΩV

dζV (ρW f) (3.17)

for any f ∈ A(V ′′) for which the integral is defined. In particular, it is also well-
defined for the constant function f = 1 because of the fast decay of the functions
body[exp(− 1

2

〈
s,AW (u)s

〉
)] and body[exp(−Wij cosh(ui−uj)], cf. (2.7). Note that

the superintegral
∫
dµW f with integrable arguments f ∈ A(V ′′) takes values in

ΛV ′.

Lemma 3.1. The probability measure µW defined in (1.6) is the marginal of the
supermeasure µW defined in (3.16) in the following sense. In the special case when
the weights Wij are real-valued and the superfunction f is an ordinary function
f = f(u, s), i.e. does not depend on any Grassmann variables, we have the real-
valued integral ∫

dµW f =

∫
dµW f. (3.18)

Proof : Since f is an ordinary function, the Grassmann part in
∫
dµW f is reduced

to ∏
i∈V

∂ψi∂ψie
−〈ψ,AW (u)ψ〉 = detAWV V (u). (3.19)

Therefore, the definition (3.13) of ρW yields∏
i∈V

∂ψi∂ψiρ
W (u, s, ψ, ψ) = ρW (u, s). (3.20)

The result follows. �

3.3. Super scaling transformation. We generalize now the definition (A.11) of the
scaling transformation S[a,b] : ΩV → ΩV to the present setup involving Grassmann
parameters. Take a superparameter [a, b, χ, χ] ∈ G(V ′)V ; recall that [aδ, bδ, χδ, χδ]
= [1, 0, 0, 0] by (3.7). In order to find an analogue to equation (1.17), we consider
a generalization of the pull-back

S ∗[a,b]f := f ◦S[a,b], f : ΩV → R (3.21)
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to a supertransformation SSS ∗[a,b,χ,χ] : A(V ′′) → A(V ′′) defined as follows. Take a
general element

f(u, s, ψ, ψ) =
∑

I,J∈IV

fIJ(u, s)ψIψJ ∈ A(V ′′) (3.22)

with coefficients fIJ ∈ A(V ′). In the following, for any even u′, s′, we interpret
fIJ(u′, s′) again as power series in the nilpotent part of u′ and s′. We set

(SSS ∗[a,b,χ,χ]f)(u, s, ψ, ψ) =
∑

I,J∈IV

fIJ(u′, s′)ψ
′
Iψ
′
J ∈ A(V ′′), (3.23)

where the expressions for u′ = u′(u), s′ = s′(u, s), ψ
′

= ψ
′
(u, ψ), ψ′ = ψ′(u, ψ) are

given by the following formula, to be read componentwise

[e−u
′
, s′, ψ

′
, ψ′] = [e−u, s, ψ, ψ] · [a, b, χ, χ]−1. (3.24)

This means that the explicit expressions for u′, s′, ψ
′
, and ψ′ are given by

u′i = ui + log ai, s′i = si − e−uibia−1
i , (3.25)

ψ
′
i = ψi − e−uiχia−1

i , ψ′i = ψi − e−uiχia−1
i

for all i ∈ V . Note that [e−u
′
δ , s′δ, ψ

′
δ, ψ
′
δ] = [1, 0, 0, 0], and that u′i and s′i are even

superfunctions in A(V ′′).
Note that SSS ∗· is a group operation, i.e. for all v, v′ ∈ G(V)V ,

SSS ∗[1,0,0,0] = id, SSS ∗v·v′ = SSS ∗vSSS
∗
v′ , SSS ∗v−1 = (SSS ∗v)

−1. (3.26)

We will need the following transformation formula for the supermeasure dζV
with respect to SSS ∗· .

Lemma 3.2. For v = [a, b, χ, χ] ∈ G(V ′)V and for any compactly supported (or
sufficiently fast decaying) test superfunction f ∈ A(V ′′), one has∫

dζVSSS ∗vf =
∏
j∈V

aj

∫
dζV f. (3.27)

Proof : Using (SSS ∗v)
−1(e−ui) = e−(ui−log ai) and using the supertransformation for-

mula described in Lemma C.1 in Appendix C, we calculate∫
dζVSSS ∗vf =(2π)−|V |

∫ ∏
i∈V

duidsi∂ψi∂ψi

(
(SSS ∗vf)(u, s, ψ, ψ)

∏
i∈V

e−ui

)

=(2π)−|V |
∫ ∏

i∈V
duidsi∂ψi∂ψiS

SS ∗v

(
f(u, s, ψ, ψ)

∏
i∈V

e−(ui−log ai)

)

=(2π)−|V |
∫ ∏

i∈V
duidsi∂ψi∂ψif(u, s, ψ, ψ)

∏
i∈V

e−(ui−log ai). (3.28)

The claim follows. �
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3.4. Grassmann-Laplace transform. In analogy to the definition (1.12) of θV,W , we

define odd superfunctions φ
V,W

(u, ψ) and φV,W (u, ψ) by

φ
V,W

(u, ψ) = e−uV VA
W
V V (u)ψV , φV,W (u, ψ) = e−uV VA

W
V V (u)ψV . (3.29)

Here, the restriction ψV = (ψi)i∈V should not be confused with the product ψI ,
I ∈ IV , defined in (3.11). Componentwise, we have for i ∈ V

φ
V,W

i (u, ψ) =
∑
j∈Ṽ

Wije
uj (ψi − ψj), φV,Wi (u, ψ) =

∑
j∈Ṽ

Wije
uj (ψi − ψj), (3.30)

cf. (1.13). As for β and θ, we will drop the dependence on V , W , or both if there
is no risk of confusion.

Our goal is to derive a generalization of Theorem 1.1 including Grassmann vari-
ables. In the following, we abbreviate for [a, b, χ, χ] ∈ G(V ′)V

$V =$V,W = (βV , θV , φ
V
, φV ),

πV[a,b,χ,χ] =(a2 + b2 + 2χχ− 1, b, χ, χ)V , (3.31)

which fulfill $V , πV[a,b,χ,χ] ∈ (A(V ′′)even ×A(V ′′)even ×A(V ′′)odd ×A(V ′′)odd)
V

.

We use the following generalization of the Euclidean scalar product:〈
πV[a,b,χ,χ], $

V
〉

=〈(a2 + b2 + 2χχ− 1)V , β
W 〉+ 〈bV , θW 〉+ 〈χV , φW 〉+ 〈φW , χV 〉. (3.32)

Note the reversed order of factors in the last product, which causes a sign change
due to anticommutativity.

Theorem 3.3. For [a, b, χ, χ] ∈ G(V ′)V , the joint Grassmann-Laplace transform

of βW , θW , φW , and φ
W

is well-defined and given by∫
dµW e−〈π

V
[a,b,χ,χ],$

V 〉 = LW (a, b, χ, χ) (3.33)

with the constant

LW (a, b, χ, χ) =
∏

(i∼j)∈Ẽ

e−Wij(aiaj+bibj+χiχj+χjχi−1) ·
∏
j∈V

1

aj
∈ ΛV ′even. (3.34)

Moreover, for every compactly supported (or not too fast increasing1 in u and s)
test superfunction f ∈ A(V ′′) it holds∫

dµW fe−〈π
V
[a,b,χ,χ],$

V 〉 =LW (a, b, χ, χ)

∫
dµW

a

SSS ∗[a,b,χ,χ]f, (3.35)

where W a = (W a
ij := aiajWij)i,j∈Ṽ with W a

ij ∈ ΛV ′+even.

Note that equation (3.35) is the analogue of (1.17). We remark that in the special
case b = 0, χ = 0 = χ, which was already treated in Theorem 2.1 in Disertori et al.
(2017), a2 + b2 + 2χχ− 1 just reduces to a2− 1, which was called λ in the citation.
If we want the Laplace parameters a2 + b2 + 2χχ− 1 and b to be real-valued, this
enforces the parameters a not to be real-valued but to take values in the even part
of a Grassmann algebra. This is why we have to allow Grassmann algebra-valued
weights W a

ij ∈ ΛV ′even rather than only real-valued weights.

1A sufficient condition is given in (3.52), below.
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Proof of Theorem 3.3: We abbreviate again v = [a, b, χ, χ]. Using Lemma 3.2, we
obtain ∫

dµW
a

SSS ∗vf =

∫
dζV (ρW

a

SSS ∗vf) =

∫
dζV (SSS ∗v((SSS

∗
v−1ρW

a

) f))

=
∏
j∈V

aj

∫
dζV ((SSS ∗v−1ρW

a

) f). (3.36)

The condition given in (3.52) below ensures sufficiently fast decay for the body of

the measure dµW
a

SSS ∗vf to make the integral well-defined. In particular, this holds
for the constant function f = 1. Note that

(SSS ∗v−1f)(u, s, ψ, ψ) = f(u− log a, s+ e−ub, ψ + e−uχ, ψ + e−uχ). (3.37)

By Lemma 2.4, one has AW
a

(u − log a) = AW (u) for a = (ai)i∈Ṽ ∈ (R+
0 )Ṽ with

aδ = 1. Since the entries of the matrix AW (u) are smooth functions of Wije
ui+uj ,

this identity remains true if we replace ai, i ∈ V , by even elements of the Grassmann
algebra ΛV ′ with body(ai) > 0. Consequently (cf. (2.9)),

SSS ∗v−1AW
a

= AW . (3.38)

The definition (3.13) allows us to rewrite ρW
a

as follows:

ρW
a

(u, s, ψ, ψ) =e−
1
2 〈s,AW

a
(u)s〉e−〈ψ,A

Wa
(u)ψ〉e−

1
2 〈e−uṼ ,AW

a
(u)e−u

Ṽ
〉. (3.39)

Using (3.38) and the expression (2.6) for HW
β̃(u)

, we calculate

SSS ∗v−1(
〈
ψ,AW

a

(u)ψ
〉

) =
〈
ψ + e−uχ,AW (u)(ψ + e−uχ)

〉
=
〈
ψ,AW (u)ψ

〉
+
〈
φ
W

(u, ψ), χV

〉
+
〈
χV , φ

W (u, ψ)
〉

+
〈
χ,HW

β̃(u)
χ
〉
. (3.40)

As in (2.11) and (2.12), we obtain

SSS ∗v−1

〈
s,AW

a

(u)s
〉

=
〈
s,AW (u)s

〉
+
〈
b,HW

β̃(u)
b
〉

+ 2
〈
bV , θ

W (u, s)
〉
, (3.41)

SSS ∗v−1

〈
e−u
Ṽ
, AW

a

(u)e−u
Ṽ

〉
=
〈
a,HW

β̃(u)
a
〉
. (3.42)

Combining the above identities and relation (2.7), we find

SSS ∗v−1ρW
a

(u, s, ψ, ψ)

=ρW (u, s, ψ, ψ)e
− 1

2

(〈
a,HW

β̃(u)
a
〉

+
〈
b,HW

β̃(u)
b
〉

+2
〈
χ,HW

β̃(u)
χ
〉
−
〈

1Ṽ ,H
W
β̃(u)

1Ṽ

〉)

· e−〈bV ,θ
W (u,s)〉e−

〈
φ
W

(u,ψ),χV
〉
−〈χV ,φW (u,ψ)〉. (3.43)

Using a2
δ + b2δ + 2χδχδ − 1 = 0, we rewrite the first exponent in the last expression

as follows

− 1

2

(〈
a,HW

β̃(u)
a
〉

+
〈
b,HW

β̃(u)
b
〉

+ 2
〈
χ,HW

β̃(u)
χ
〉
−
〈

1Ṽ , H
W
β̃(u)

1Ṽ

〉)
(3.44)

=
∑

(i∼j)∈Ẽ

Wij(aiaj + bibj + χiχj + χjχi − 1)−
∑
i∈V

(a2
i + b2i + 2χiχi − 1)βWi .

Substituting this in (3.43) and the result in (3.36), claim (3.35) follows. Formula
(3.33) is the special case of (3.35) for f being the constant 1. �
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3.5. Ward identities. To use symmetries of the supersymmetric sigma model, we
consider cartesian coordinates x = (xi)i∈Ṽ , y = (yi)i∈Ṽ , z = (zi)i∈Ṽ , ξ = (ξi)i∈Ṽ ,
and η = (ηi)i∈Ṽ defined by

xi = sinhui −
(

1

2
s2
i + ψiψi

)
eui , yi = sie

ui , ξi = euiψi, ηi = euiψi, (3.45)

zi =
√

1 + x2
i + y2

i + 2ξiηi = coshui +

(
1

2
s2
i + ψiψi

)
eui . (3.46)

In particular, xδ = yδ = ξδ = ηδ = 0 and zδ = 1. Let

Scart(x, y, ξ, η) = −
∑

(i∼j)∈Ẽ

Wij(−1− xixj − yiyj + zizj − ξiηj + ηiξj) (3.47)

and define∫
dµWcartf :=

∫ ∏
i∈V

dxidyi
2π

∂ξi∂ηi

(∏
i∈V

1

zi
· eScart(x,y,ξ,η)f(x, y, ξ, η)

)
(3.48)

for any compactly supported or sufficiently fast decaying test function f .
Let Vcart denote the R-vector space with basis (ξi, ηi)i∈V . Let Ssusy(ΩV , ξ, η)

denote the space of superfunctions of the form

fcart : ΩV → A(Vcart)
(x, y) 7→ fcart(x, y, ξ, η) =

∑
I,J∈IV fIJ(x, y)ξIηJ ,

(3.49)

where the coefficients fIJ are Schwartz functions and

ξI =
∏
i∈I

ξi, ηJ =
∏
j∈J

ηj . (3.50)

After doing the change of coordinates given in (3.45), we obtain the test function
in horospherical coordinates fhor : ΩV → A(V),

(u, s) 7→fhor(u, s, ψ, ψ)

=fcart

(
x(u, s, ψ, ψ), y(u, s, ψ, ψ), ξ(u, s, ψ, ψ), η(u, s, ψ, ψ)

)
. (3.51)

These notions can be directly extended to superfunctions involving parameters that
depend on Grassmann variables by considering fcart,Scart : ΩV → A(Vcart)⊗a ΛV ′.
Lemma 5.1 of Disertori et al. (2017), which is based on Disertori et al. (2010),
implies that for any superfunction fcart(x, y, ξ, η) with the property

eScartfcart ∈ Ssusy(ΩV , ξ, η)⊗a ΛV ′, (3.52)

one has ∫
dµWcartfcart =

∫
dµW fhor, (3.53)

where we recall that all components of W are now even elements in the Grassmann
algebra with positive body.

Lemma 3.4 (Ward identities). Let f : C→ C be a holomorphic function and τ =
(τi)i∈V ∈ (ΛV ′odd)V . If f(〈α, x+ z + iy〉+〈τ, ξ + iη〉)eScart ∈ Ssusy(ΩV , ξ, η)⊗aΛV ′,
then the following identity holds∫

dµWcartf(〈α, x+ z + iy〉+ 〈τ, ξ + iη〉) = f(〈α, 1〉). (3.54)
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Proof : Let ϕ ∈ R. We define ξϕ = (ξϕj )j∈Ṽ , ηϕ = (ηϕj )j∈Ṽ by(
ξϕj
ηϕj

)
=

(
cosϕ sinϕ
− sinϕ cosϕ

)(
ξj
ηj

)
. (3.55)

Note that Scart(x, y, ξ, η) = Scart(x, y, ξ
ϕ, ηϕ). Furthermore, the supertransforma-

tion (x, y, ξ, η) 7→ (x, y, ξϕ, ηϕ) has super Jacobian 1 and hence leaves the ref-
erence supermeasure dx dy ∂ξ∂η invariant. The assumption f(〈α, x+ z + iy〉 +
〈τ, ξ + iη〉)eScart ∈ Ssusy(ΩV , ξ, η) ⊗a ΛV ′ assures that all expectations in the fol-
lowing calculations exist and are finite and justifies that we can exchange the order
of integration in (3.57), below. It follows

lhs(3.54) =

∫
dµWcartf(〈α, x+ z + iy〉+ 〈τ, ξϕ + iηϕ〉)

=

∫
dµWcartf(〈α, x+ z + iy〉+ e−iϕ 〈τ, ξ + iη〉). (3.56)

Consequently,

lhs(3.54) =
1

2π

∫ 2π

0

∫
dµWcartf(〈α, x+ z + iy〉+ e−iϕ 〈τ, ξ + iη〉) dϕ

=

∫
dµWcart

1

2π

∫ 2π

0

f(〈α, x+ z + iy〉+ e−iϕ 〈τ, ξ + iη〉) dϕ. (3.57)

Note that

g(r) :=
1

2π

∫ 2π

0

f(〈α, x+ z + iy〉+ e−iϕr) dϕ− f(〈α, x+ z + iy〉) (3.58)

is an analytic superfunction of r ∈ ΛV ′even, which vanishes for all r ∈ R by the
mean value theorem for holomorphic functions. Consequently, using that g(r) for
r ∈ ΛV ′even is defined as a Taylor series in the nilpotent part of R, we obtain g(r) = 0
for all r ∈ ΛV ′even. This yields

lhs(3.54) =

∫
dµWcartf(〈α, x+ z + iy〉). (3.59)

The claim (3.54) follows from Lemma 5.2 of Disertori et al. (2017), which is again
based on Disertori et al. (2010). �

Corollary 3.5 (Ward identity for exp). For all α ∈ (−∞, 0]Ṽ and τ = (τi)i∈V ∈
(ΛV ′odd)V , one has ∫

dµW e〈α,e
u(1+is)〉+〈τ,eu(ψ+iψ)〉 = e〈α,1〉, (3.60)

using the abbreviation eu(1 + is) = (euj (1 + isj))j∈Ṽ .

Proof : We apply Lemma 3.4 to the function f = exp. Note that since body(xj +

zj) = body(euj ) > 0 and αj ≤ 0 the assumption e〈α,x+z+iy〉+〈τ,ξ+iη〉eScart ∈
Ssusy(ΩV , ξ, η)⊗a ΛV ′ is satisfied. Using (3.45) and (3.46), we find xj + zj + iyj =

euj (1 + isj) and ξj + iηj = euj (ψj + iψj) for j ∈ Ṽ . This proves the claim. �
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3.6. Susy martingales. Consider an infinite graph G∞ = (V∞, E∞). As described
in Section 1.3, we approximate this infinite graph by finite graphs with wired bound-
ary conditions G̃n = (Ṽn = Vn ∪{δn}, Ẽn) with Vn ↑ V∞. Let V∞ be a vector space
with a basis denoted by (ψi, ψi)i∈V∞ . Let Vn ⊆ V∞ be the subspace generated by
(ψi, ψi)i∈Vn . We set ψδn = ψδn = 0. Let πn : ΩVn+1 → ΩVn be the projection
((ui, si)i∈Vn+1 , (uδn+1 , sδn+1) = (0, 0)) 7→ ((ui, si)i∈Vn , (uδn , sδn) = (0, 0)). Identi-
fying f ∈ AVn(Vn) (cf. (3.8)) with f ◦ πn ∈ AVn+1

(Vn+1), we view AVn(Vn) as a
subset of AVn+1

(Vn+1).
In order to have Grassmann parameters available, we consider another vector

space V ′∞ together with a filtration of finite-dimensional subspaces V ′1 ⊆ V ′2 ⊆ V ′3 ⊆
. . .,

⋃∞
n=1 V ′n = V ′∞. For i, j ∈ V∞, we take weights Wij = Wji ∈ (ΛV ′∞)even such

that Wij ∈ (ΛV ′n)+
even whenever i ∼ j is an edge in G̃n for some n and Wij = 0

whenever i and j are not connected by an edge in the infinite graph G∞. The edges

of G̃n are given the weights W
(n)
ij defined as in (1.20) and (1.21). Let µWn denote

the supersymmetric sigma model with Grassmann variables defined in (3.16) for

the graph G̃n with weights W
(n)
ij .

Let n ∈ N. Recall the definition (3.31) of $Vn and πVn[a,b,χ,χ] for [a, b, χ, χ] ∈
G(V ′n)Vn . We consider the joint Grassmann-Laplace transform

LW
n (a, b, χ, χ) =

∫
dµWn e

−
〈
πVn
[a,b,χ,χ]

,$Vn
〉
. (3.61)

Test functions. Following the discussion above eq. (3.53) we will consider the space
Tn of test functions f ∈ AVn(Vn)⊗a ΛV ′n such that eScartfcart ∈ Ssusy(ΩVn , ξ, η)⊗a

ΛV ′n.
Functions of β, θ, φ, φ. Let Un be a vector space with basis (φi, φi)i∈Vn . In analogy
to the definition (3.8) of A(V), we denote by BVn(Un) = C∞(RVn × RVn ,ΛUn) the
Grassmann algebra over Un where the coefficients are given by smooth real-valued
functions fIJ ∈ C∞(RVn × RVn ,R), (β, θ) 7→ fIJ(β, θ). If we insert the functions

β = βVn(u), θ = θVn(u, s), φ = φ
Vn

(u, ψ), and φ = φVn(u, ψ), cf. formulas (1.14),
(1.12), and (3.29), in the representation

f(β, θ, φ, φ) =
∑

I,J∈IVn

fIJ(β, θ)φIφJ ∈ BVn(Un), (3.62)

the superfunction in horospherical coordinates can be written as

fhor(u, s, ψ, ψ) = f($Vn(u, s, ψ, ψ)) =
∑

I,J∈IVn

f̃IJ(u, s)ψIψJ . (3.63)

Again, these definitions extend directly to functions involving Grassmann-depen-
dent parameters BVn(Un)⊗a ΛV ′n.

One may wish to define a susy analogue of infinite volume measures for functions
of the real and Grassmann variables β, θ, φ, φ. The next lemma gives an analogue
of Kolmogorov consistency. In the same spirit as in formula (1.24) in Mitter and
Scoppola (2008) it would allow to define an infinite-volume expectation functional
for test superfunctions depending only on finitely many supervariables.

Lemma 3.6 (Consistency).
For n ∈ N and [a, b, χ, χ] ∈ G(V ′n+1)Vn+1 with [ai, bi, χi, χi] = [1, 0, 0, 0] for all
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i ∈ Ṽn+1 \ Vn, one has

LW
n (aVn , bVn , χVn , χVn) = LW

n+1(a, b, χ, χ). (3.64)

Consequently, for any superfunction f ∈ BVn(Un) ⊗a ΛV ′n such that fhor ∈ Tn one
has ∫

dµWn f($Vn) =

∫
dµWn+1f(($Vn+1)|Vn). (3.65)

Informally, this means that the (super-)law of $Vn = (βVn , θVn , φ
Vn
, φVn) with re-

spect to µWn agrees with the (super-)law of $Vn+1 |Vn=(βVn+1 , θVn+1 , φ
Vn+1

, φVn+1)|Vn
with respect to µWn+1.

Proof : Using the expression (3.34) for the Grassmann-Laplace transform, the proof
of (3.64) is in complete analogy with the proof of Lemma 1.2, using Theorem 3.3 as
the analogue of Theorem 1.1 and replacing expressions of the form aiaj + bibj − 1
originating from formula (1.16) by expressions aiaj+bibj+χiχj+χjχi−1, appearing
in formula (3.34).

To prove (3.65), we consider first the special case f($Vn) = e
−
〈
πVn
[a,b,χ,χ]

,$Vn
〉
.

We claim fhor ∈ Tn. Indeed note that replacing u in β(u) with u = u(x, y, ξ, η) we
can write (cf. Lemma 2.3)

Scart(x, y, ξ, η) = −1

2

〈
1Ṽn , Hβ̃1Ṽn

〉
− 1

2

〈
y,Hβ̃y

〉
−
〈
ξ,Hβ̃η

〉
, (3.66)

−
〈
πVn[a,b,χ,χ], $

Vn
〉

= −Scart + CW (a, b, χ, χ) (3.67)

− 1

2

〈
a,Hβ̃a

〉
− 1

2

〈
(y + b), Hβ̃(y + b)

〉
−
〈

(ξ + χ), Hβ̃(η + χ)
〉

where

CW (a, b, χ, χ) :=
∑

(i∼j)∈Ẽn

Wij

[
1− aiaj − bibj − χiχj − χjχi

]
(3.68)

is a constant in (V ′n)even. Letting c := min{body(a2
j ) : j ∈ Ṽn} > 0 we have

eScartfcart(x, y, ξ, η) = ecScart(x,y+b,ξ+χ,η+χ)eF (x,y,ξ,η)eCW (a,b,χ,χ) (3.69)

where bodyF (x, y, ξ, η) ≤ 0, and all derivatives of F of any order in x, y, ξ, η are
algebraic functions of these variables without singularities. Hence eScartfcart ∈
Ssusy(ΩVn , ξ, η)⊗a ΛV ′n.

For the special case f($Vn) = e
−
〈
πVn
[a,b,χ,χ]

,$Vn
〉

claim (3.65) reads∫
dµWn e

−
〈
πVn
[a,b,χ,χ]

,$Vn
〉

=

∫
dµWn+1e

−
〈
πVn
[a,b,χ,χ]

,$Vn+1 |Vn
〉
. (3.70)

This formula is just another way of writing equation (3.64). For the remainder of
this proof, we consider c := a2 + b2 + 2χχ − 1, b, χ, χ rather than a, b, χ, χ as

our list of independent variables, viewing a =
√
c− b2 − 2χχ+ 1 as a function of

(c, b, χ, χ). This makes sense as long as body(c − b2) > −1. We take all iterated

Grassmann derivatives of the form
∏m
k=1 ∂χik

∏m
k=1 ∂χi

k

with ik, ik ∈ Vn in equation
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(3.70). Afterwards, we set χ = 0 and χ = 0. For I, J ∈ IVn , we obtain∫
dµWn φ

Vn
I φVnJ e−〈cVn ,β

Vn〉−〈bVn ,θVn〉

=

∫
dµWn+1φ

Vn+1

I φ
Vn+1

J e−〈cVn ,β
Vn+1 |Vn〉−〈bVn ,θVn+1 |Vn〉 (3.71)

for any Grassmann monomial g. Note that the identity (3.71) holds in particular
for all real b, c in a neighborhood of the origin.

For a general function assume first the weights Wij take only real values. Then,
β and θ take only real values because the integration variables u and s take real
values. Hence, using the uniqueness theorem for Laplace transforms and the repre-
sentation (3.62) of the superfunction f , the claim (3.65) follows under our additional
assumption Wij ∈ R; note that the hypothesis f ∈ BVn(Un)⊗a ΛV ′n with fhor ∈ Tn
provides the necessary integrability. Because both sides of the claim (3.65) are
analytic superfunctions in the weights Wij , the claim follows also in the general
case. �

We remark that in the above proof, it is essential to allow the scaling parameters
a to take values in the even part of a Grassmann algebra rather than taking only

real values, because we have written a =
√
c− b2 − 2χχ+ 1 with real c and b and

Grassmann variables χ and χ.
For α ∈ (−∞, 0](V∞) we use again the definition of α(n) given in formula (1.31).

On the contrary, given τ = (τi)i∈V∞ such that τi ∈ (ΛV ′n)odd for all n ∈ N and
i ∈ Vn, we denote by τ (n) the restriction of τ to Vn. Note that ΛV ′n ⊆ ΛV ′n+1.

The following theorem is an extension of the martingale property stated in The-
orem 1.3.

Theorem 3.7. For n ∈ N, α ∈ (−∞, 0](V∞), and τ = (τi)i∈V∞ as above, let

M (n)
α,τ = M (n)

α,τ (u, s, ψ, ψ) = e〈α
(n),eu(1+is)〉+〈τVn ,eu(ψ+iψ)〉. (3.72)

For any test superfunction g ∈ BVn(Un)⊗a ΛV ′n with ghor ∈ Tn, one has∫
dµWn+1M

(n+1)
α,τ g($Vn+1 |Vn) =

∫
dµWn M

(n)
α,τ g($Vn). (3.73)

Note that in (3.72) we need a definition for αδn because euδn (1 + isδn) = 1. In
contrast to this, euδn (ψδn + iψδn) = 0, hence no definition of τδn is needed.

Proof of Theorem 3.7: The proof is in complete analogy to the proof of Theo-
rem 1.3, with an extended set of variables.

We consider first the special case g($Vn) = e
−
〈
πVn
[a,b,χ,χ]

,$Vn
〉

with [a, b, χ, χ] ∈
G(V ′n)Vn . Note that with this choice ghor ∈ Tn. Now, set [ai, bi, χi, χi] = [1, 0, 0, 0]

for i ∈ Ṽn+1\Vn. The fact
〈
πVn[a,b,χ,χ], $

Vn+1 |Vn
〉

=
〈
π
Vn+1

[a,b,χ,χ], $
Vn+1

〉
and equation

(3.35) from Theorem 3.3 yield∫
dµWn+1M

(n+1)
α,τ e

−
〈
πVn
[a,b,χ,χ]

,$Vn+1 |Vn
〉

=

∫
dµWn+1M

(n+1)
α,τ e

−
〈
π
Vn+1
[a,b,χ,χ]

,$Vn+1
〉

=LW
n+1(a, b, χ, χ)

∫
dµW

a

n+1SSS
∗
[a,b,χ,χ]M

(n+1)
α,τ . (3.74)
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The following calculation is analogous to formula (2.23):

SSS ∗[a,b,χ,χ]M
(n+1)
α,τ = exp

(〈
α(n+1), eu+log a(1 + i(s− e−u−log ab))

〉)
· (3.75)

exp
(〈
τ (n+1), eu+log a(ψ − e−u−log aχ+ i(ψ − e−u−log aχ))

〉)
=e〈aα

(n+1),eu(1+is)〉+〈aτ(n+1),eu(ψ+iψ)〉e−〈α
(n+1),ib〉−〈τ(n+1),χ+iχ〉.

Inserting this in (3.74) and using the Ward identity from Corollary 3.5, we obtain
the following analog of the calculation from formula (2.24) to (2.26):∫

dµWn+1M
(n+1)
α,τ e

−
〈
π
Vn+1
[a,b,χ,χ]

,$Vn+1
〉

= LW
n+1(a, b, χ, χ)·

e−〈α
(n+1),ib〉−〈τ(n+1),χ+iχ〉

∫
dµW

a

n+1e
〈aα(n+1),eu(1+is)〉+〈aτ(n+1),eu(ψ+iψ)〉

=LW
n+1(a, b, χ, χ)e−〈α

(n+1),ib〉−〈τ(n+1),χ+iχ〉e〈aα
(n+1),1〉

=LW
n+1(a, b, χ, χ)e〈α

(n+1),a−ib〉−〈τ(n+1),χ+iχ〉. (3.76)

In the same way, replacing n+ 1 by n yields∫
dµWn M

(n)
α,τ e

−
〈
πVn
[a,b,χ,χ]

,$Vn
〉

= LW
n ((a, b, χ, χ)Vn)e〈α

(n),a−ib〉−〈τ(n),χ+iχ〉. (3.77)

The consistency result from Lemma 3.6 can be written in the form LW
n+1(a, b, χ, χ) =

LW
n ((a, b, χ, χ)Vn). Identity (2.28) states

〈
α(n+1), a− ib

〉
=
〈
α(n), a− ib

〉
. Finally,

using χj = χj = 0 for all j ∈ Ṽn+1 \ Vn, we obtain〈
τ (n+1), χ+ iχ

〉
=

∑
j∈Vn+1

τ
(n+1)
j (χj + iχj)

=
∑
j∈Vn

τ
(n)
j (χj + iχj) =

〈
τ (n), χ+ iχ

〉
. (3.78)

It follows that∫
dµWn+1M

(n+1)
α,τ e

−
〈
πVn
[a,b,χ,χ]

,$Vn+1 |Vn
〉

=

∫
dµWn M

(n)
α,τ e

−
〈
πVn
[a,b,χ,χ]

,$Vn
〉
. (3.79)

Using the same argument as in the proof of Lemma 3.6, replacing the supermeasure

dµWk , k ∈ {n, n+ 1}, by dµWk M
(k)
α,τ , the claim (3.73) follows for any superfunction

g ∈ BVn(Un)⊗a ΛV ′n with ghor ∈ Tn. �

Corollary 3.8. For n, k,m ∈ N and j1, . . . , jk, l1, . . . , lm ∈ Vn+1, let

M
(n)
j1,...,jk,l1,...,lm

=

k∏
p=1

e
u
(n)
jp (1 + is

(n)
jp

)

m∏
q=1

e
u
(n)
lq (ψlq + iψ

(n)
lq

). (3.80)

For any superfunction g ∈ BVn(Un) with g($Vn) ∈ Ps(n), one has∫
dµWn+1M

(n+1)
j1,...,jk,l1,...,lm

g($Vn+1 |Vn) =

∫
dµWn M

(n)
j1,...,jk,l1,...,lm

g($Vn). (3.81)

The same holds for the real and imaginary part of M
(n)
j1,...,jk,l1,...,lm

.

Proof : In analogy to Corollary 1.4 the proof follows directly from the Taylor ex-
pansion of formula (3.73) with respect to α and τ. �
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Appendix A. Group structure of scaling

Recall the definition of the set GV in (1.7). To describe its group structure it is
now convenient to encode any pair (a, b) ∈ R+ × R with

[a, b] :=

(
a b
0 1

)
. (A.1)

The set of matrices

G := {[a, b] : a > 0, b ∈ R} (A.2)

endowed with matrix multiplication forms a non-Abelian group. Its group operation
can be written in the following form:

[a′′, b′′] = [a, b] · [a′, b′] = [aa′, b+ ab′]. (A.3)

The group G has the neutral element [1, 0]; the inverse is given by

[a, b]−1 = [1/a,−b/a]. (A.4)

We endow G with the Lebesgue measure in the (a, b)-coordinates λ(da db) = da db.
We introduce coordinates (u, s) ∈ R2 of G by

a = e−u and b = s. (A.5)

In these coordinates the Lebesgue measure da db takes the form of the measure ζ
from formula (1.5):

da db = ζ(du ds). (A.6)

Right operation on G. Note that this measure λ is not a Haar measure on G. We
define the right operations

Rv′ : G → G, v 7→ v′′ = v · v′ for v′ ∈ G. (A.7)

Under Rv′ , using the notation v′′ = [a′′, b′′] = [e−u
′′
, s′′], the measure λ scales as

follows:

R[a′,b′][λ](da′′ db′′) =
1

a′
da′′ db′′ =

1

a′
ζ(du′′ ds′′). (A.8)

Cartesian power of G. With the above identification of [a, b] in terms of 2 × 2-
matrices, the definition (1.7) of GV reads as follows:

GV := {[a, b] := ([ai, bi])i∈Ṽ ∈ G
Ṽ : [aδ, bδ] = [1, 0]}. (A.9)

In particular, the group operation · : GV ×GV → GV is understood componentwise.
The set GV can be identified with the set ΩV , defined in (1.1), via the componentwise
coordinate change to (u, s)-coordinates

ι : GV → ΩV , [a, b] 7→ (− log a, b). (A.10)
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S -operation as right operation. Using the identification ι, the S -operation (1.8)
can be written as right operation with inverse elements [a, b] ∈ GV :

S[a,b] : ΩV → ΩV , S[a,b] =ι ◦ R[a,b]−1 ◦ ι−1 = ι ◦ R[1/a,−b/a] ◦ ι−1. (A.11)

Note that [aδ, bδ] = [1, 0] implies S[a,b](u, s) ∈ ΩV . The map S : GV × ΩV → ΩV ,
S ([a, b], (u, s)) = S[a,b](u, s), is a group action. Indeed, for v1, v2, v ∈ GV it holds

Sv1(Sv2(ι(v))) = ι((v · v−1
2 ) · v−1

1 ) = ι(v · (v1 · v2)−1) = Sv1·v2(ι(v)). (A.12)

Moreover, for the neutral element [1, 0] ∈ GV the map S[1,0] is the identity. Conse-

quently, S[a,b] is invertible for [a, b] ∈ GV with the inverse S −1
[a,b] = S[a,b]−1 .

Appendix B. Alternative proofs

B.1. Second proof of Lemma 2.2. We can represent the density ρW of the super-
symmetric sigma model as follows. Recall the bijection ι introduced in (A.10).

Lemma B.1. For (u, s) = ι(v) ∈ ΩV with v = [a, b] ∈ GV , the density ρW defined
in (1.3) can be written as follows:

ρW (u, s) = detAWV V (u) exp

 ∑
(i∼j)∈Ẽ

Wij

2
det

(
viv

t
i

ai
−
vjv

t
j

aj

) (B.1)

Proof : Let (u, s) = ι(v) ∈ ΩV . It suffices to prove for all (i ∼ j) ∈ Ẽ

−
[
cosh(ui − uj)− 1 +

1

2
(si − sj)2eui+uj

]
=

1

2
det

(
viv

t
i

ai
−
vjv

t
j

aj

)
. (B.2)

For i ∈ Ṽ , vi = [e−ui , si] = [ai, bi], we calculate

viv
t
i

ai
= eui

(
e−ui si

0 1

)(
e−ui 0
si 1

)
=

(
e−ui + s2

i e
ui sie

ui

sie
ui eui

)
. (B.3)

Consequently, the claim (B.2) follows from

det

(
viv

t
i

ai
−
vjv

t
j

aj

)
=(e−ui − e−uj + s2

i e
ui − s2

je
uj )(eui − euj )− (sie

ui − sjeuj )2

=2− 2 cosh(ui − uj)− (si − sj)2eui+uj . (B.4)

�

To deal with determinants of differences of 2× 2-matrices, we need the following
elementary lemma, which is motivated by the linear algebra of spinors. Let

ε =

(
0 −1
1 0

)
. (B.5)

Lemma B.2. For all vi = [ai, bi], vj = [aj , bj ] ∈ G, one has

det

(
viv

t
i

ai
−
vjv

t
j

aj

)
= 2− ‖v

t
iεvj‖2

aiaj
, (B.6)

where ‖ · ‖ means the euclidean norm of 2× 2-matrices.
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Proof : The bilinear form trace(AεBtε) on 2×2-matrices A,B ∈ R2×2 is symmetric.
Indeed, using εt = −ε,

trace(BεAtε) = trace((BεAtε)t) = trace(εAεBt) = trace(AεBtε). (B.7)

The corresponding quadratic form is given by

trace(AεAtε) = −2 detA. (B.8)

It follows

det(A−B) = detA+ detB + trace(AεBtε). (B.9)

Taking now A = a−1
i viv

t
i and B = a−1

j vjv
t
j = Bt, which fulfill detA = a−2

i (det vi)
2

= 1 = detB, we obtain

det

(
viv

t
i

ai
−
vjv

t
j

aj

)
= det(A−B) = detA+ detB + trace(AεBtε)

=2 + trace(AεBε) = 2 +
1

aiaj
trace(viv

t
iεvjv

t
jε). (B.10)

Using εt = −ε again, we rewrite the last trace as follows:

trace(viv
t
iεvjv

t
jε) = trace(vtiεvjv

t
jεvi) = − trace(vtiεvj(v

t
iεvj)

t) = −‖vtiεvj‖2.
(B.11)

Substituting this into (B.10), the claim (B.6) follows. �

Second proof of Lemma 2.2: We take v = [a, b], v′ = [a′, b′], and v′′ = [a′′, b′′] in
GV with v′′ = v′ · v and set (u, s) = ι(v′), (ũ, s̃) = ι(v′′). By (1.9), we have
S −1

[a,b](u, s) = ι(v′′). Since AW
a

(ũ) = AW (u) as stated in Lemma 2.4, it follows

detAW
a

V V (ũ) = detAWV V (u). (B.12)

Using Lemma B.1 and this fact, we obtain

ρW
a

(S −1
[a,b](u, s))

ρW (u, s)
=
ρW

a

(ι([a′′, b′′])

ρW (ι([a′, b′])
= (B.13)

exp

 ∑
(i∼j)∈Ẽ

Wij

2

[
aiaj det

(
v′′i (v′′i )t

a′′i
−
v′′j (v′′j )t

a′′j

)
− det

(
v′i(v

′
i)
t

a′i
−
v′j(v

′
j)
t

a′j

)]
We apply Lemma B.2 to v′ = [a′, b′] and v′′ = [a′′, b′′] as follows, using a′′i = aia

′
i

for i ∈ Ṽ :

aiaj det

(
v′′i (v′′i )t

a′′i
−
v′′j (v′′j )t

a′′j

)
− det

(
v′i(v

′
i)
t

a′i
−
v′j(v

′
j)
t

a′j

)

=2aiaj −
aiaj
a′′i a
′′
j

‖(v′′i )tεv′′j ‖2 − 2 +
‖(v′i)tεv′j‖2

a′ia
′
j

=2(aiaj − 1) +
1

a′ia
′
j

(
‖(v′i)tεv′j‖2 − ‖(v′′i )tεv′′j ‖2

)
. (B.14)
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Note that

(v′i)
tεv′j =

(
0 −a′i
a′j b′j − b′i

)
and (B.15)

(v′′i )tεv′′j =

(
0 −a′′i
a′′j b′′j − b′′i

)
=

(
0 −aia′i

aja
′
j b′j − b′i + a′jbj − a′ibi

)
. (B.16)

We calculate the last parenthesis in (B.14), writing 〈·, ·〉 for the euclidean scalar
product of matrices:

‖(v′i)tεv′j‖2 − ‖(v′′i )tεv′′j ‖2 =
〈
(v′i)

tεv′j + (v′′i )tεv′′j , (v
′
i)
tεv′j − (v′′i )tεv′′j

〉
(B.17)

=

〈(
0 −a′i(1 + ai)

a′j(1 + aj) −2(b′i − b′j)− (a′ibi − a′jbj)

)
,

(
0 −a′i(1− ai)

a′j(1− aj) a′ibi − a′jbj

)〉

= −a′ia′j

 a′i
a′j

(a2
i − 1) +

a′j
a′i

(a2
j − 1) + 2(b′i − b′j)

(
bi
a′j
− bj
a′i

)
+ a′ia

′
j

(
bi
a′j
− bj
a′i

)2
 .

This yields

l.h.s. in (B.14) =2(aiaj + bibj − 1)−

(
a′i
a′j

(a2
i + b2i − 1) +

a′j
a′i

(a2
j + b2j − 1)

)

− 2
bi
a′j

(b′i − b′j)− 2
bj
a′i

(b′j − b′i). (B.18)

Multiplying this with Wij/2, summing the result over (i ∼ j) ∈ Ẽ, and using the
symmetry Wij = Wji, we obtain

∑
(i∼j)∈Ẽ

Wij

2

[
aiaj det

(
v′′i (v′′i )t

a′′i
−
v′′j (v′′j )t

a′′j

)
− det

(
v′i(v

′
i)
t

a′i
−
v′j(v

′
j)
t

a′j

)]

=
∑

(i∼j)∈Ẽ

Wij [aiaj + bibj − 1]−
∑
i,j∈Ṽ

Wij

[
1

2

a′i
a′j

(a2
i + b2i − 1) +

bi
a′j

(b′i − b′j)

]
.

(B.19)

Next, we rewrite the definitions (1.14) of βWi and (1.13) of θWi , i ∈ V , in the
following form, using [a′, b′] = [e−u, s]:

βWi =
1

2

∑
j∈Ṽ

Wije
uj−ui =

1

2

∑
j∈Ṽ

Wij
a′i
a′j
, (B.20)

θWi =
∑
j∈Ṽ

Wije
uj (si − sj) =

∑
j∈Ṽ

Wij
1

a′j
(b′i − b′j). (B.21)

Since a2
δ + b2δ − 1 = 0, bδ = 0, we obtain

l.h.s. in (B.19) =
∑

(i∼j)∈Ẽ

Wij [aiaj + bibj − 1]−
∑
i∈V

[
(a2
i + b2i − 1)βWi + biθ

W
i

]
,

(B.22)

Substituting this into (B.13), the claim (2.3) follows. �
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B.2. Proof of Theorem 1.1 by conditioning. Our second proof of Theorem 1.1 uses
the known transformation behavior of µW

a

(du ds) with respect to S[a,0] from Dis-
ertori et al. (2017) and the fact that conditionally on u, the s-variables are jointly
Gaussian. The following lemma describes the conditional distribution of θW given
βW .

Lemma B.3. Conditioned on βW , the random vector θW ∈ RV is normally dis-
tributed with mean 0 and covariance matrix

HW
β(u) = e−uV VA

W
V V (u)e−uV V . (B.23)

Proof : By definition, conditioned on u, the vector sV is centered Gaussian with
covariance matrix A−1, where A := AWV V (u). Since u is a function of βW by
Lemma 2.3 of Disertori et al. (2017), we have conditioned on βW that θW =
e−uV VAsV is also centered Gaussian with covariance matrix (e−uV VA)A−1(e−uV VA)t =

e−uV VAe
−u
V V . The representation (B.23) follows from (2.6). �

Proof of Theorem 1.1 by conditioning: To prove (1.17), by the monotone class the-
orem, it suffices to consider test functions of the form f(u, s) = g(u)h(s) with

measurable functions g, h : RṼ → R+
0 . We calculate

EµWa

[
f ◦S[a,b]

]
=EµWa

[
g(u+ log a)h(s− e−(u+log a)b)

]
. (B.24)

The behavior of the supersymmetric sigma model µW
a

with rescaled weights with
respect to the shift u 7→ u+ log a in the u variables was studied in Disertori et al.
(2017). Using Theorem 3.1 of that paper with λ = a2 − 1 yields

EµWa

[
g(u+ log a)h(s− e−(u+log a)b)

]
=LW (a, 0)−1EµW

[
g(u)h(s− e−ub)e−〈(a

2−1)V ,β
W (u)〉

]
=LW (a, 0)−1EµW

[
g(u)EµW [h(s− e−ub)|u]e−〈(a

2−1)V ,β
W (u)〉

]
(B.25)

with the constant LW (a, 0) given in (1.16); recall that βW is a function of u. By
the definition of the supersymmetric sigma model, cf. (1.6) and (1.3), conditioned
on u the vector sV is centered Gaussian with covariance matrix AWV V (u)−1 and

sδ = 0. Consequently, abbreviating c = (2π)−|V |/2
√

detAWV V (u) and σ(ds) =

δ0(dsδ)
∏
i∈V dsi, the conditional expectation in (B.25) is µW -a.s. given by

EµW [h(s− e−ub)|u] = c

∫
RṼ

h(s− e−ub)e−
1
2 〈s,AW (u)s〉 σ(ds)

=c

∫
RṼ

h(s)e−
1
2 〈s+e−ub,AW (u)(s+e−ub)〉 σ(ds)

=c

∫
RṼ

h(s)e−
1
2 〈s,AW (u)s〉− 1

2 〈e−ub,AW (u)e−ub〉−〈e−ub,AW (u)s〉 σ(ds). (B.26)

Using bδ = 0 and (2.6), we obtain〈
e−ub, AW (u)e−ub

〉
=
〈
bV , H

W
β(u)bV

〉
= 2

〈
b2V , β

W (u)
〉
−
∑
i,j∈V

Wijbibj . (B.27)
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Similarly, using the definition (1.12) of θW , we obtain〈
e−ub, AW (u)s

〉
=
〈
bV , e

−u
V VA

W
V V (u)sV

〉
=
〈
bV , θ

W (u, s)
〉
. (B.28)

Inserting (B.27) and (B.28) into (B.26) yields

EµW [h(s− e−ub)|u]

=
∏
i,j∈V

e
1
2Wijbibj · e−〈b

2
V ,β

W (u)〉c
∫
RṼ

h(s)e−
1
2 〈s,AW (u)s〉−〈bV ,θW (u,s)〉 σ(ds)

=LW (a, 0)LW (a, b)−1 · e−〈b
2
V ,β

W (u)〉EµW
[
h(s)e−〈bV ,θ

W (u,s)〉
∣∣∣u] . (B.29)

Inserting the above in (B.25) yields the claim (1.17). Equality (1.18) follows from
(1.17) applied to the function f(u, s) = 1. �

Appendix C. Coordinate transformations for superfunctions

We abbreviate x = (u, s, ψ, ψ) = (ui, si, ψi, ψi)i∈V and dx =
∏
i∈V dui dsi ∂ψi ∂ψi .

Lemma C.1. For v ∈ G(V ′)V and any compactly supported (or sufficiently fast
decaying) superfunction f , one has∫

dx (SSS ∗vf)(x) =

∫
dx f(x). (C.1)

Proof : Consider a supermatrix

M =

(
A Σ
Γ B

)
(C.2)

where A,B have even entries, Σ,Γ have odd entries, and A and B are invertible.
Its superdeterminant is defined by

sdetM =
det(A− ΣB−1Γ)

detB
. (C.3)

It plays an analogous role in Berezin’s supertransformation formula as the ordi-
nary determinant plays in the classical transformation formula; cf. Theorem 2.1 in
Berezin (1987).

For v = [a, b, χ, χ], the change of coordinates generating SSS ∗v is given by

x′(x) = (u′, s′, ψ
′
, ψ′) = (u+ log a, s− e−uba−1, ψ − e−uχa−1, ψ − e−uχa−1).

(C.4)

This transformation has the super Jacobi matrix given by

∂x′

∂x
=


∂u′

∂u
∂u′

∂s
∂u′

∂ψ
∂u′

∂ψ
∂s′

∂u
∂s′

∂s
∂s′

∂ψ
∂s′

∂ψ

∂ψ
′

∂u
∂ψ
′

∂s
∂ψ
′

∂ψ

∂ψ
′

∂ψ
∂ψ′

∂u
∂ψ′

∂s
∂ψ′

∂ψ

∂ψ′

∂ψ

 =

(
A 0
Γ 1

)
(C.5)

with

A =

(
1 0

e−uba−1 1

)
, 1 =

(
1 0
0 1

)
, Γ =

(
e−uχa−1 0
e−uχa−1 0

)
. (C.6)
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Here e−uba−1 is the diagonal matrix with the entries e−uibia
−1
i . This super Jacobi

matrix has the superdeterminant sdet ∂x
′

∂x = 1. Consequently, the inverse super-

transformation has the superdeterminant sdet ∂x
∂x′ = 1, as well. We obtain∫

dx (SSS ∗vf)(x) =

∫
dx f(x′(x)) =

∫
dx′ f(x′) sdet

∂x

∂x′
=

∫
dx′ f(x′). (C.7)

�
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