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Abstract. We introduce a two-dimensional, distribution-valued field, which we
call the quadratic field, associated with the one-dimensional Ornstein-Uhlenbeck
process and we prove that the stationary quadratic fluctuations of the simple ex-
clusion process, in the diffusive scaling, converge to this quadratic field. Moreover,
we prove that this quadratic field evaluated at the diagonal corresponds to the
Wick-renormalized square of the Ornstein-Uhlenbeck process, and we use this new
representation in order to prove some small and large-time properties of it.

1. Introduction

In recent years, scaling limits of nonlinear and/or singular functionals of sto-
chastic lattice models have attracted a lot of attention. Just to give a couple of
examples, we mention the extensive studies of the KPZ universality class (see Cor-
win, 2012 for a review) and Gaussian multiplicative chaos associated to Liouiville
quantum gravity (see Rhodes and Vargas, 2014 for a review). In Hairer (2014) the
author has proposed a general framework (the so-called theory of regularity struc-
tures) in order to deal with ill-posed stochastic PDE’s on which the trouble comes
from a nonlinear term (like in the KPZ or the stochastic Allen-Cahn equations)
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or from a singular linear term (like in the parabolic Anderson model). The theory
of regularity structures allows to make sense of troublesome equations in a mean-
ingful way. Moreover, various scaling limits of stochastic lattice models on which
these singular and/or nonlinear observables play an important role should be given
in terms of solutions to these equations. However, aside from models on which a
great deal of integrability is present (the term stochastic integrability was coined
in Spohn (2012)) or models starting from an explicitly known stationary measure,
the question of convergence of nonlinear fluctuations of stochastic lattice models
is basically open; see however Gonçalves and Jara (2014); Gonçalves et al. (2015,
2017); Franco et al. (2016); Blondel et al. (2016); Gonçalves et al. (2019+); Diehl
et al. (2017) and references therein.

One of the main ingredients of the theory of regularity structures consists in
making sense a priori of enough nonlinear and/or singular observables of solutions
of linear stochastic PDE’s. In the case of the KPZ equation Hairer (2013), one
starts with the solution of the Ornstein-Uhlenbeck equation

∂tYt = ∆Yt + 1√
2
∇ωt (1.1)

where ωt is a space-time white noise and one tries to make sense of various nonlin-
ear functionals of it (the twelve tree-labeled processes in Hairer, 2013). To avoid
uncomfortable issues arising from the lack of compactness, the author of Hairer
(2013) restricts to the circle T.

The simplest of these tree-labeled processes corresponds to Yt(x)2. Since Yt
turns out to be a distribution, it is far from clear how to define Yt(x)2. Let us
consider the stationary situation, in which for any fixed time t, Yt is a spatial white
noise of variance χ = 1

4 . The simplest choice should be to take an approximation
of the identity ιε(x) centered at x ∈ T, and to consider Yt(x)2 as the limit of
Yt(ιε(x))2 as ε → 0 in some sense. It turns out that this plan can be formalized
after a Wick renormalization: when integrated in time and space against a smooth
test function, Yt(ιε(x))2 − χ

ε has a meaningful limit as ε→ 0.

Of course, if one wants to use Hairer (2013) in order to obtain a unique solution
of the KPZ equation, there are still 11 processes to go, but in this paper we just
focus on Yt(x)2 (we do not claim we can treat the other 11 processes!). Up to
our knowledge, this squared field was first considered in Assing (2007), where the
convergence of space-time fluctuations of two-point functions to the squared field of
the Ornstein-Uhlenbeck process was obtained. A more general, different proof was
implicitly obtained in Gonçalves and Jara (2014) and explicitly stated in Gonçalves
and Jara (2013), as a part of a program towards the derivation of the KPZ equation
from general stochastic lattice models.

In this paper we propose a new, different approach in order to define the field
Yt(x)2. The quadratic field associated with Yt is the two-dimensional process for-
mally defined by

Qt(x, y) = Yt(x)Yt(y).

In order to define this object in a weak sense, some care needs to be taken at the
diagonal; the simplest choice is to take Qt(x, x) = 0, (anyway Qt is just a formal
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object). Blindly applying Itô’s formula we see that Qt satisfies an equation of the
form

dQt = ∆Qt + dWt, (1.2)

where Wt is a distribution-valued martingale that can be computed in terms of the
Ornstein-Uhlenbeck process Yt and the noise dωt. It turns out that this equation
is well-posed and solutions of it can be constructed straightforwardly. Let ιε(x, y)
be a two-dimensional approximation of the identity. Let f : T→ R be a mean-zero
regular function and consider the process

Aεt (f) =

∫ t

0

Qs
(
(f ′⊗δ) ∗ ιε

)
ds, (1.3)

where (f ′⊗δ), and ιε are defined in (2.9) and (2.11), respectively.

It turns out that the process Aεt has a non-trivial limit At, as ε→ 0 and this limit
coincides with the process constructed in Definition 1 of Assing (2007). The main
difference is that now we obtain the squared process as a singular linear observable
of the solution of a reasonably well-behaved stochastic PDE. The main advantage
of this representation is that by solving a simple Laplace problem, we can obtain
various properties of the squared process in a more or less straightforward way.

In order to keep the paper at a reasonable length, we focus on two issues related
to the quadratic field Qt, and we keep the model as simple as possible. First we
show that the quadratic fluctuations of the simple exclusion process converge to the
quadratic field Qt. It is well known that the simple exclusion process is integrable
in the sense that various quantities of interest, among them n-point correlation
functions, can be computed almost explicitly. We do not take full advantage of
this feature. Given the technical Boltzmann-Gibbs principle for granted, a careful
reading of our proof shows that this convergence result can be extended for the
speed-change exclusion processes considered in Gonçalves and Jara (2014). This
technical principle has been proved in De Masi et al. (1984).

Then we obtain short-time and long-time properties of the process At, using the
construction outlined above. These properties have not been obtained before, and
they are good examples of the advantages of our construction when compared with
the previous ones.

Outline: This paper is organized as follows. In Section 2 we introduce the no-
tations and we state our main results. More precisely, we introduce the exclusion
process and the related fluctuation fields. On the way, we introduce various topo-
logical notations which are needed to handle distribution-valued processes and also
state the main results of the article, namely Theorems 2.4, 2.5, 2.7 and 2.8.

In Section 3 we prove Theorem 2.4. In Section 3.1 we introduce some exponential
martingales associated with the process. In Section 3.2, we show that the discrete
quadratic fields form a relatively compact sequence of distributions with respect to
the J1-Skorohod topology on the space of distribution-valued càdlàg paths.

In the rest of Section 3 we show that the discrete quadratic fields converge to the
unique stationary solution of equation (1.2). The proof is divided in three parts.
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First limit points exist due to tightness. Then, in Section 3.3, we show that any
limit point is continuous; this will be important later when characterizing some
martingales in terms of quadratic variations. In Section 3.4 we show that various
martingales associated with the discrete quadratic fields have limit points which
are martingales. This shows that any limit point of the discrete quadratic fields
satisfies a martingale formulation of (1.2).

In Section 3.5 we show that this martingale problem has a unique solution, which
closes the proof of the convergence result. In Section 4 we obtain information
about the singular field At(f) for small and large times t. For small times t we
show that At(f) looks like a fractional Brownian motion of Hurst exponent 3/4.
This result, combined with the results of Gonçalves and Jara (2013), proves the
following claim: fluctuations of local linear observables of conservative systems
(like occupation times) have the same qualitative behavior as fluctuations of global
quadratic observables (like the field At(f)).

For large times t, since we are working on a compact setting, any quantity
is diffusive. However, the value of the corresponding diffusion coefficient is not
obvious. We show that this diffusion coefficient is given by the energy associated
with the fractional Laplacian of order 1/2, plus a finite-size effect.

2. The model and statement of results

2.1. The symmetric simple exclusion process. Let Ωn = {0, 1}Tn be the state space
of a continuous-time Markov chain where Tn = 1

nZ/Z is the discrete circle with n
points. The elements of Ωn are denoted by η = {η(x);x ∈ Tn} and we call them
configurations while the elements of Tn are called sites. We consider the set Tn
embedded in the continuous circle T = R/Z. We say that two sites x, y ∈ Tn are
neighbors if |y − x| = 1

n .
To each pair {x, y} of neighbors we attach a Poisson clock of rate n2. Each

Poisson clock is independent of the others. Each time a Poisson clock rings, we
exchange the occupation numbers of the corresponding pair of neighbors. For each
η ∈ Ωn and each x, y ∈ Tn, let ηx,y ∈ Ωn denote the configuration obtained from η
by exchanging the occupation numbers at x and y, that is,

ηx,y(z) =


η(y), z = x

η(x), z = y

η(z), z 6= x, y.

(2.1)

The Markov chain {ηnt ; t ≥ 0} has infinitesimal generator denoted by Ln which
is given on f : Ωn → R by

Lnf(η) = n2
∑
x∈Tn

∇x,x+1/nf(η) (2.2)

where ∇x,x+1/nf(η) = f(ηx,x+1/n)− f(η) for any x ∈ Tn and any η ∈ Ωn.
We say that a site x is occupied by a particle at time t ≥ 0 if ηnt (x) = 1. If

ηnt (x) = 0, we say that the site x is empty at time t ≥ 0. With this convention
about particles and empty sites (or holes), the dynamics of {ηnt ; t ≥ 0} has the
following interpretation. Each particle tries to jump to each of its two neighbours
with exponential rate n2. At each attempt, it verifies whether the destination site
is empty, on which case it jumps to it. Otherwise the particle stays where it is.
This particle interpretation gives the name simple exclusion process to the family
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of processes {ηnt ; t ≥ 0}. Note that particles are neither created nor annihilated by
this dynamics. By reversibility, it is easy to check that, for any ` ∈ {0, 1, . . . , n},
the uniform measures νn,` on the spaces

Ωn,` =
{
η ∈ Ωn;

∑
x∈Tn

η(x) = `
}

(2.3)

are invariant with respect to the dynamics of {ηnt ; t ≥ 0}. Checking the irreducibil-
ity of the sets Ωn,` with respect to the dynamics, it can be concluded that νn,` is
actually ergodic under the evolution of {ηnt ; t ≥ 0} for any `. The product measures
νρ given by

νρ(η) =
∏
x∈Tn

{
ρη(x) + (1− ρ)(1− η(x))

}
(2.4)

are invariant and reversible under {ηnt ; t ≥ 0} for any ρ ∈ [0, 1].
From now on we start the process {ηnt ; t ≥ 0} from the invariant measure νρ for

ρ = 1
2 . In order to simplify the notation from now on we use the notation η̄ to

denote the centered r.v. η, that is η̄ = η − 1
2 .

To avoid uninteresting topological issues, we fix T > 0 and we restrict the process
{ηnt ; t ≥ 0} to the interval [0, T ]. We denote by Pn the distribution of {ηnt ; t ∈ [0, T ]}
on the space D([0, T ]; Ωn) of càdlàg trajectories from [0, T ] to Ωn, and we denote
by En the expectation with respect to Pn. The expectation with respect to νn,` will
be denoted by En,`, and the expectation with respect to νρ will be denoted by Eρ.

2.2. The fluctuation fields. In order to define the fluctuation fields associated with
the process {ηnt ; t ∈ [0, T ]} in a proper way, we need to introduce further notations
and some topologies.

For ` = 1, 2, let T` be the `-dimensional torus. Let C∞(T`) denote the set of
infinitely often differentiable functions f : T` → R. The space C∞(T`) is a Polish
space with respect to the topology generated by the metric d : C∞(T`)×C∞(T`)→
[0,∞) given by

d(f, g) =
∑
n∈N0

1

2n
min{1, ‖f (n) − g(n)‖∞}. (2.5)

Here f (n) denotes the n-th derivative of f , which is a function in the case ` = 1
and an n-dimensional, symmetric tensor in the case ` = 2.

The space D′(T`) is the set of linear, continuous functions ϕ : C∞(T`) → R.
In other words, D′(T`) is the topological dual of C∞(T`), which is known in the
literature as the space of distributions in T` and functions f ∈ C∞(T`) are called
test functions.

We will define two distribution-valued processes associated with {ηnt ; t ∈ [0, T ]};
one with values in D′(T) and another one with values in D′(T2). It turns out that
the spaces D′(T), D′(T2) equipped with the weak topology are Polish spaces. For
` = 1, 2, we denote the space of càdlàg trajectories equipped with the J1-Skorohod
topology by D([0, T ];D′(T`)).

Definition 2.1 (Density fluctuation field).
Let {Ynt ; t ∈ [0, T ]} denote the D′(T)-valued process given on f ∈ C∞(T) and

t ∈ [0, T ] by

Ynt (f) =
1√
n

∑
x∈Tn

f(x)η̄nt (x). (2.6)
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This process has been extensively studied, and in particular a scaling limit for
it is available. Let ω be a standard space-time white noise in T × [0, T ], that is, a
Gaussian distribution such that∫ T

0

∫
T
f(x, t)ω(dxdt)

has a Gaussian law of mean 0 and variance
∫ T
0

∫
T f

2dxdt for any f ∈ C∞(T×[0, T ]).

Proposition 2.2 (De Masi et al., 1984). The sequence {Ynt ; t ∈ [0, T ]}n≥1 con-
verges in distribution, with respect to the J1-topology of D([0, T ];D′(T)), as n →
+∞, to the stationary solution of the infinite-dimensional Ornstein-Uhlenbeck equa-
tion

∂tYt = ∆Yt + 1√
2
∇ω, (2.7)

where ω is a space-time white noise.

Definition 2.3 (Quadratic fluctuation field).
Let {Qnt ; t ∈ [0, T ]} denote the D′(T2)-valued process given on f ∈ C∞(T2) by

Qnt (f) =
1

n

∑
x,y∈Tn
x 6=y

f(x, y)η̄nt (x)η̄nt (y) (2.8)

for any t ∈ [0, T ].

Without loss of generality, from now on and up to the end of the article we will
assume that any test function f ∈ C∞(T2) is symmetric, and note that for any
antisymmetric function f ∈ C∞(T2), Qnt (f) = 0.

The process {Qnt ; t ∈ [0, T ]} is called the quadratic fluctuation field associated
with the process {ηnt ; t ∈ [0, T ]}. Our aim will be to obtain the scaling limit of the
process {Qnt ; t ∈ [0, T ]}, as n→∞.

Theorem 2.4. Let {Wt; t ∈ [0, T ]} be the martingale process defined as

Wt(f) = 1√
2

∫ t

0

∫
T

{
Ys
(
∂2f(·, x)

)
+ Ys

(
∂1f(x, ·)

)}
ω(dxds)

for any test function f ∈ C∞(T2). Above Ys is the stationary solution of the
infinite-dimensional Ornstein-Uhlenbeck equation given in (2.7). The process
{Qnt ; t ∈ [0, T ]} converges in distribution, with respect to the J1-topology of
D([0, T ];D′(T2)), as n→ +∞, to the stationary solution of the equation

dQt = ∆Qtdt+ dWt.

In Section 3, we will prove the previous theorem using the standard three-steps
method to get convergence in distribution of stochastic processes, namely, we first
prove tightness of the sequence of processes in a suitable topology, then we deduce
some properties of the possible limit points using the approximating processes, and
then we show that these aforementioned properties characterize the limit point in
a unique way.
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2.3. A singular fluctuation field. The main purpose of the introduction of the fluc-
tuation field {Qt; t ∈ [0, T ]} given in Theorem 2.4, is the study of the quadratic field
{At; t ∈ [0, T ]} formally defined as follows. For a function f ∈ C∞(T), we denote
by f ⊗ δ the distribution in T2 given by

〈f ⊗ δ, g〉 =

∫
T
f(x)g(x, x)dx, (2.9)

where g : T2 → R. In other words, f⊗δ(x, y) = f(x)δ(x, y), where δ(x, y) represents
the uniform measure on the diagonal {(x, y) ∈ T2;x = y}. Then, we formally define
At(f) as

At(f) =

∫ t

0

Qs(f
′ ⊗ δ)ds, (2.10)

whereQs is the process given in Theorem 2.4. Of course, it is not clear at all whether
this definition makes any sense. The simplest idea one can use is to approximate
the singular object f ′ ⊗ δ by a sequence of more regular functions. Let us consider
the approximation of the identity {ιε; 0 < ε < 1} given by

ιε(x, y) =
1

4ε2
1|x|≤ε1|y|≤ε. (2.11)

This approximation of the identity is not the smoothest one we can use, but it is
very convenient and we will see later on why. The following theorem explains how
to define the singular process {At; t ∈ [0, T ]}.

Theorem 2.5. Let {ιε; ε ∈ (0, 1)} be the approximation of the identity in T2 defined
in (2.11). Let {Aεt ; t ∈ [0, T ]} be the D′(T)-valued process defined as

Aεt (f) =

∫ t

0

Qs
(
(f ′⊗δ) ∗ ιε

)
ds (2.12)

for any f ∈ C∞(T) and any t ∈ [0, T ]. Then, {Aεt ; t ∈ [0, T ]} converges in distribu-
tion with respect to the uniform topology, as ε→ 0, to a well-defined, D′(T)-valued
process {At; t ∈ [0, T ]}.

We observe that above we used the test function (f ′⊗δ) ∗ ιε which is not in
C∞(T2). Nevertheless, by an approximation procedure similar to the one used for
Ys(ιε) in Gonçalves and Jara (2014), we can still make sense of Qs

(
(f ′⊗δ) ∗ ιε

)
.

Last theorem was proved in Gonçalves and Jara (2013), although the proof there
is very different from the proof we will present here. Moreover, the proof that we
present here has one important advantage: as we will see, it gives a more explicit
construction of the process {At; t ∈ [0, T ]}, which allows to obtain various properties
of it. For completeness, we present the following convergence result, obtained in
Gonçalves and Jara (2013):

Proposition 2.6. Let {Ant ; t ∈ [0, T ]} be the D′(T)-valued process defined by

Ant (f) =

∫ t

0

∑
x∈Tn

f ′(x)η̄ns (x)η̄ns (x+ 1
n ) ds (2.13)

for any f ∈ C∞(T). The process {Ant ; t ∈ [0, T ]} converges in distribution, as
n→∞, to the process {At; t ∈ [0, T ]} defined in (2.10).

Note that considering intervals of arbitrary length T , we can assume that {At; t ≥
0} is a well-defined process. As we mentioned in the introduction, our construction
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allows to obtain some properties of the field {At; t ≥ 0}. The short-time properties
of {At; t ≥ 0} are given by the following theorem:

Theorem 2.7. As ε→ 0, for each f ∈ C∞(T), the field

{ε−3/4Aεt(f); t ≥ 0}

converges in distribution, with respect to the uniform topology, to a stationary
Gaussian process {Bt(f); t ≥ 0} with covariance given by

E
[
Bt(f)Bs(f)

]
=

4

3
√
π

(
− 1 +

√
2
){
t3/2 + s3/2 − |t− s|3/2

}∫
T
f(x)(−∆f(x))dx.

(2.14)

Note the similarity of the covariance formula of (2.14) with the covariance of
the process obtained in Theorem 2.5 of Gonçalves and Jara (2013). As far as we
understand, this result has not been predicted in the literature.

For large times t, we only know the limiting variance of At(f):

Theorem 2.8. There exists a convolution operator K : L2(T) → L2(T) such that
for any f ∈ C∞(T) it holds that

lim
t→∞

1

t
E
[
At(f)2

]
=

∫
T
f(x)

(
− 1

2 (−∆)
1
2 f(x) +Kf(x)

)
dx. (2.15)

Above the operator (−∆)
1
2 is the fractional Laplacian of exponent 1

2 defined, by
means of its Fourier representation as

̂−(−∆)1/2f (k) = −2π|k|f̂(k).

3. Proof of Theorem 2.4

3.1. Auxiliary martingales. Let F : Ωn × [0, T ] → R be a smooth function on the
time variable. Then, the process

exp
{
Ft(η

n
t )− F0(ηn0 )−

∫ t

0

exp{−Fs(ηns )}
(
∂s + Ln

)
exp{Fs}(ηns )ds

}
is a positive martingale with unit expectation. We will apply this formula for
the function F = θQn(f), where θ ∈ R and for a symmetric function f : T2

n =
Tn × Tn → R and for η ∈ Ωn,

Qn(f)(η) =
1

n

∑
x,y∈Tn
x 6=y

f(x, y)η̄(x)η̄(y). (3.1)

For n ∈ N and f ∈ C∞(T2), define Qnt (f) = Qn(f)(ηnt ). For each θ ∈ R and
each f ∈ C∞(T2), let {Mθ,n

t (f); t ∈ [0, T ]} denote the martingale given by

Mθ,n
t (f) = exp

{
θ
(
Qnt (f)−Qn0 (f)

)
−
∫ t

0

exp{−θQns (f)}Ln exp{θQns (f)}ds
}

(3.2)

for any t ∈ [0, T ]. Let us compute the integral term above. Note that for any
function f : Ωn → R,

exp{−f}Ln exp{f} =
∑
x∈Tn

n2
(

exp{∇x,x+1/nf} − 1
)



Quadratic fluctuations of the symmetric simple exclusion 613

and that
∇x,x+1/nQ

n(f)(η) =
1

n
ξn(f ;x)(η) (3.3)

where
ξn(f ;x)(η) = 2

n

∑
z 6=x,x+1/n

η̄(z)fnx (z)
(
η(x)− η(x+ 1

n )
)

(3.4)

where above, for x ∈ T, n ∈ N and f ∈ C∞(T2), fnx : T→ R is defined as

fnx (z) = n
(
f(z, x+ 1

n )− f(z, x)
)
. (3.5)

Note that the difference f(z, x+ 1
n )−f(z, x) is of order 1

n . In fact, since f ∈ C∞(T2),
this difference is approximated by 1

n∂2f(z, x), with an error term of order 1
n2 . In

particular, we have the a priori bound∣∣ξnt (f ;x)(η)
∣∣ ≤ c1(f) (3.6)

for any n ∈ N, any x ∈ Tn and any t ∈ [0, T ], where ξnt (f ;x) = ξn(f ;x)(ηnt ). Since
the measure ν 1

2
is of product form, we have a better bound for the second moment

of ξnt (f ;x):

En
[
ξnt (f ;x)2

]
≤ c2(f)

n
(3.7)

for any n ∈ N, any x ∈ Tn and any t ∈ [0, T ]. We point out here that the a priori
bound (3.6) will be very useful, since the term ξnt (f ;x) will actually appear in a
double exponential, and therefore moment bounds will not be as useful. Going back
to the computation of the martingale, we see that

Mθ,n
t (f) = exp

{
θ
(
Qnt (f)−Qn0 (f)

)
−
∫ t

0

∑
x∈Tn

n2
(

exp
{ θ
n
ξns (f ;x)

}
− 1
)
ds
}
.

Now we note that for any n ∈ N, the process

∂`

∂θ`
Mθ,n

t (f)
∣∣∣
θ=0

(3.8)

is also a martingale. Then, for ` = 1, the process {Wn
t (f); t ∈ [0, T ]} given by

Wn
t (f) = Qnt (f)−Qn0 (f)−

∫ t

0

∑
x∈Tn

nξns (f ;x)ds (3.9)

is a martingale. The previous equality is a consequence of a change of variables.
Now we compute the term on the right hand side of last expression. Note that∑

x∈Tn

nξn(f ;x)(η)

= 2
∑

x,z 6=x,x+ 1
n

η̄(z)fnx (z)
(
η(x)− η(x+ 1

n )
)

= 2
∑
x,z

η̄(z)fnx (z)
(
η(x)− η(x+ 1

n )
)

− 2
∑
x

η̄(x)fnx (x)
(
η(x)− η(x+ 1

n )
)

− 2
∑
x

η̄(x+ 1
n )fnx (x+ 1)

(
η(x)− η(x+ 1

n )
)
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=
1

n

∑
x 6=z∈Tn

η̄(x)η̄(z)∆nf(x, z)

− 2n
∑
x∈Tn

η̄(x)η̄(x+ 1
n )(f(x+ 1

n , x+ 1
n ) + f(x, x)− 2f(x, x+ 1

n )), (3.10)

where for f ∈ C∞(T2), the operator ∆nf : Tn × Tn → R is defined as

∆nf(x, z) = n2
(
f(x+ 1

n , z) + f(x− 1
n , z)− 2f(x, z)

)
+ n2

(
f(x, z + 1

n ) + f(x, z − 1
n )− 2f(x, z)

)
.

In other words, ∆nf is a discrete version of the Laplacian ∆f = ∂11f + ∂22f . Note
that the first term on the right-hand side of (3.10) can be written as Qn(∆nf).
With respect to the measure ν 1

2
, the expectation of the second term on the right-

hand side of (3.10) is equal to 0. Due to the smoothness and the symmetry of f
it is also simple to check that its variance with respect to ν 1

2
vanishes as n → ∞.

In other words, only the first term on the right-hand side of (3.10) will be relevant
one when considering scaling limits.

Taking ` = 2 in (3.8), we see that the process

Wn
t (f)2 −

∫ t

0

∑
x∈Tn

ξns (f ;x)2ds (3.11)

is also a martingale. In other words, the predictable quadratic variation of the
martingale process {Wn

t (f); t ∈ [0, T ]} is given by

〈Wn(f)〉t =

∫ t

0

∑
x∈Tn

ξns (f ;x)2ds. (3.12)

Note that (3.7) implies a bound of the form En[〈Wn(f)〉t] ≤ c(f)t for the quadratic
variation process, and therefore a moment bound of the form En[Wn

t (f)2] ≤ c(f)t
for the martingale process {Wn

t (f); t ∈ [0, T ]}.

3.2. Tightness. In this section we prove tightness of the sequence of processes
{Qnt ; t ∈ [0, T ]}n∈N. The first step is to reduce the problem from distribution-valued
processes to real-valued processes. This is done throught the so-called Mitoma’s
criterion.

Proposition 3.1 (Mitoma’s criterion, see Mitoma, 1983).
The sequence of D′(T2)-valued processes {Qnt ; t ∈ [0, T ]}n∈N is tight in

D([0, T ];D′(T2)) if and only if the sequence {Qnt (f); t ∈ [0, T ]}n∈N is tight in
D([0, T ];R) for any f ∈ C∞(T2). Moreover, if any limit point of {Qnt (f); t ∈
[0, T ]}n∈N is supported on continuous, real-valued trajectories for any f ∈ C∞(T2),
then any limit point of {Qnt ; t ∈ [0, T ]}n∈N is supported on continuous D′(T2)-valued
trajectories.

Applying this criterion, we see that it is enough to prove tightness for the pro-
cess Qnt (f) given in (3.9). We note that we will not prove tightness directly for
the process {Qnt (f); t ∈ [0, T ]}, but for each one of the process appearing in the
decomposition given in (3.9).
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3.2.1. Tightness of {Qn0 (f);n ∈ N}. Taking characteristic functions, it is easy to
see that Qn0 (f) converges to a Gaussian random variable of mean 0 and variance

1

16

∫∫
T2

f(x, y)2dxdy.

Note that this is also true for the sequence {Qnt (f);n ∈ N} for any time t ∈ [0, T ].
Since any convergent sequence is tight, we are done with this term.

3.2.2. Tightness of the integral term. Let

Int (f) =

∫ t

0

∑
x∈Tn

nξns (f ;x)ds.

To prove tightness of {Int (f); t ∈ [0, T ]}n∈N, we use the following criterion, see, for
example, Theorem 2.3 of Ferrari et al. (1988).

Proposition 3.2. The sequence of processes {Int (f); t ∈ [0, T ]}n∈N is tight with
respect to the uniform topology of C([0, T ];R) if

sup
n∈N

sup
0≤t≤T

En
[( ∑

x∈Tn

nξnt (f ;x)
)2]

<∞.

By the stationarity of the process {ηnt ; t ∈ [0, T ]}, it is enough to get a bound
for

E 1
2

[( ∑
x∈Tn

nξn(f ;x)(η)
)2]

.

Recall (3.10) and the comments thereafter. Since f is smooth and symmetric ,
there exists a constant C(f) which does not depend on n such that

E 1
2

[(
n
∑
x∈Tn

η̄(x)η̄(x+ 1
n )(f(x+ 1

n , x+ 1
n ) + f(x, x)− 2f(x, x+ 1

n ))
)2]
≤ C(f).

On the other hand,

E 1
2

[( 1

n

∑
x 6=z∈Tn

η̄(x)η̄(z)∆nf(x, z)
)2]
≤ 1

n2

∑
x,z∈Tn

(
∆nf(x, z)

)2
,

and due to the smoothness of f , the right-hand side of this inequality can also be
bounded by a (maybe different) constant C(f) which does not depend on n. We
conclude that the sequence of processes {Int (f); t ∈ [0, T ]}n∈N is tight with respect
to the uniform topology of C([0, T ];R).

3.2.3. Tightness of the martingale term. To prove tightness of the sequence
{Wn

t (f); t ∈ [0, T ]}n∈N, we use the following well-known criterion, see, for example,
Theorem 2.3 in Ferrari et al. (1988).

Proposition 3.3. The sequence of real-valued processes {Wn
t (f); t ∈ [0, T ]}n∈N is

tight in D([0, T ];R) if

sup
n∈N

∫ T

0

En
[( ∑

x∈Tn

ξnt (f ;x)2
)2]

dt <∞.
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Let us show that this supremum is finite. By stationarity, we just need to show
that

sup
n∈N

E 1
2

[( ∑
x∈Tn

ξn(f ;x)(η))2
)2]

<∞.

Now, using the Cauchy-Schwarz inequality, we need to show that

sup
n∈N

n
∑
x∈Tn

E 1
2

[
ξn(f ;x)(η)4

]
<∞.

A simple computation shows that

n
∑
x∈Tn

E 1
2

[
ξn(f ;x)(η)4

]
≤ C

n2

∑
x,z∈Tn

(
fnx (z)

)4
and, due to the smoothness of f , last expression converges, as n→ +∞, to∫ ∫

(∂2f(z, x))4dzdx,

which shows that the supremum in Proposition 3.3 is finite. We conclude that the
martingale sequence {Wn

t (f); t ∈ [0, T ]}n∈N is tight in D([0, T ];R).
Up to here, we have proved tightness of {Qnt ; t ∈ [0, T ]}n∈N by combining

Mitoma’s criterion with the tightness of the processes appearing in the decom-
position (3.9). We remark that we do not know whether the limit points of
{Wn

t (f); t ∈ [0, T ]}n∈N are continuous, and in particular, we do not know whether
the limit points of {Qnt ; t ∈ [0, T ]} are concentrated on continuous, D′(T2)-valued
trajectories. We will address this question below, when discussing the characteri-
zation of such limit points.

3.3. Characterization of limit points: the process Wt. In the previous section, we
showed tightness of the sequence {Qnt ; t ∈ [0, T ]}n∈N. Let {Qt; t ∈ [0, T ]} be one
of such limit points. For ease of notation, the superscript n will denote along this
section, the subsequence for which the process {Qnt ; t ∈ [0, T ]} converges to {Qt; t ∈
[0, T ]}. Without loss of generality, we can assume that the process {Wn

t (f); t ∈
[0, T ]} converges to a process {Wt(f); t ∈ [0, T ]}, along the subsequence n, for any
f ∈ C∞(T2). Interpreting {〈Wn(f)〉t; t ∈ [0, T ]} as an integral process, we see that
the estimates used to prove tightness of {Wn

t (f); t ∈ [0, T ]} are exactly the ones
needed to apply the tightness criterion given in Proposition 3.2 to {〈Wn(f)〉t; t ∈
[0, T ]}. We leave the details to the reader. Taking a further sub-subsequence if
necessary, we can assume that along n, the process {〈Wn(f)〉t; t ∈ [0, T ]} converges
in distribution to some process {〈W(f)〉t; t ∈ [0, T ]} Without further comments,
taking sub-subsequences if necessary, we will assume that any process we need to
define is convergent along the subsequence n. Note that based solely on convergence
in distribution, we can not argue that {〈W(f)〉t; t ∈ [0, T ]} is the quadratic variation
of {Wt(f); t ∈ [0, T ]}. In fact, we do not even know whether {Wt(f); t ∈ [0, T ]} is
a martingale.

In this section we prove the following result, which aims at answering the ques-
tions raised in the previous paragraph.

Theorem 3.4. For any function f ∈ C∞(T2), there exists a (strictly positive)
constant θ(f) such that the process {Mθ

t (f); t ∈ [0, T ]} given by

Mθ
t (f) = exp{θWt(f)− 1

2θ
2〈W(f)〉t}
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is a martingale for any θ ∈ R such that |θ| ≤ θ(f).

The proof of last result is done in two steps. First we prove that the exponen-
tial martingales given in (3.2) converge in distribution along the subsequence n
to Mθ

t (f) and then we prove that they are uniformly integrable. The two results
combined give that the limitMθ

t (f) is a martingale and we are done.
To prove the convergence, first, note that we do not know whether the martin-

galesMθ,n
t (f) are tight, and therefore we cannot say anything about convergence.

The following simple Taylor estimate will be very useful.
For any u ∈ R and any ` ∈ N,∣∣∣ exp{u} −

`−1∑
i=0

ui

i!

∣∣∣ ≤ 1

`!
|u|` exp{|u|}. (3.13)

Fix f ∈ C∞(T2) and θ ∈ R. We will use this estimate for u = θ
nξ

n
s (f ;x) and ` = 4.

Recall (3.6). We have that∣∣∣ exp
{
θ
nξ

n
s (f ;x)

}
− 1− θ

nξ
n
s (f ;x)− θ2

2n2 ξ
n
s (f ;x)2 − θ3

6n3 ξ
n
s (f ;x)3

∣∣∣
≤ θ4

24n4 c1(f)4 exp{θc1(f)}.
Therefore,

Mθ,n
t (f) = exp

{
θWn

t (f)− θ2

2 〈W
n(f)〉t −

∫ t

0

θ3

6n

∑
x∈Tn

ξns (f ;x)3ds+Rθ,nt (f)
}
,

(3.14)
where the error term Rθ,nt (f) satisfies∣∣Rθ,nt ∣∣ ≤ θ4c1(f)

4t
24n2 exp{θc1(f)},

and, in particular, it goes to 0, uniformly in n. Note that∣∣∣ 1
n

∑
x∈Tn

ξns (f ;x)3
∣∣∣ ≤ c1(f)3, En

[∣∣∣ 1
n

∑
x∈Tn

ξns (f ;x)3
∣∣∣] ≤ c1(f)c2(f)

n

and we see that the cubic term converges to 0 in probability as n→∞. Looking
into (3.14) and using the remark before Corollary 3.7, we have just showed that
along the subsequence n, for any fixed t ∈ [0, T ] and any f ∈ C∞(T2), the random
variableMθ,n

t (f) converges in distribution to

Mθ
t (f) = exp{θWt(f)− 1

2θ
2〈W(f)〉t}.

Note that although we have not proved that the convergence holds at the level of
processes, we do know that {Mθ

t (f); t ∈ [0, T ]} is a well-defined process with trajec-
tories in D([0, T ];R). The argument above can also be used to obtain convergence
of any finite-dimensional distributions.

In order to prove that {Mθ
t (f); t ∈ [0, T ]} is a martingale, it is enough to show

that the sequence {Mθ,n
T (f);n ∈ N} is uniformly integrable. It is here where we

will take full advantage of the decomposition (3.14). In fact, the error term and
the cubic term in (3.14) are uniformly bounded in n by a deterministic constant.
Therefore, we can neglect them. Moreover, the term 〈Wn(f)〉t is non-negative
and it appears with a minus sign. Therefore, we can also neglect it. We are left
to prove the uniform integrability of the sequence {exp{θWn

T (f)};n ∈ N}. The
simplest criterion for uniform integrability is a uniform Lp(Pn)-bound for some
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p > 1. In other words, we want to estimate En[exp{pθWn
T (f)}] for some p > 1.

Recall that En[Mθ,n
T (f)] = 1. We will use the elementary estimate, which is a

trivial consequence of the Cauchy-Schwarz inequality,

E[exp{X}] ≤ E[exp{2(X − Y )}]1/2E[exp{2Y }]1/2 (3.15)

for X = pθWn
T (f) and

Y = p2θ2〈Wn(f)〉T +

∫ T

0

2p3θ3

3n

∑
x∈Tn

ξnt (f ;x)3dt− 1

2
R2pθ,n
T (f).

With these choices, we get the bound

En[exp{pθWn
T (f)}] ≤ En[exp{2Y }] 1

2 . (3.16)

We can again neglect the cubic term and the error term in (3.16), since they are uni-
formly bounded in n by a deterministic constant. Therefore, uniform integrability
of {Mθ,n

T (f);n ∈ N} will be proved if we can show that

sup
n∈N

En[exp{2p2θ2〈Wn(f)〉T }] <∞.

Recall the definition of 〈Wn(f)〉T from (3.12) and rewrite it as

〈Wn(f)〉T =
1

T

∫ T

0

∑
x∈Tn

Tξnt (f ;x)2dt.

By the convexity of the exponential function,

En[exp{2p2θ2〈Wn(f)〉T }] ≤
1

T

∫ T

0

En
[

exp{β
∑
x∈Tn

ξnt (f ;x)2}
]
dt,

where β = 2p2θ2T . Therefore, we just need to show that

sup
n∈N

E 1
2

[
exp{β

∑
x∈Tn

ξn(f ;x)2}
]
<∞. (3.17)

Now, using the crude exponential Hölder estimate

E
[

exp
{∑

i

Xi

}]
≤
∏
i

E
[

exp{nXi}
]1/n

and we bound the expectation in (3.17) from above by∏
x∈Tn

E 1
2

[
exp{βnξn(f ;x)2}

] 1
n .

From now on we fix x ∈ Tn and our next goal is to bound from above the previous
expectation. Since for any x ∈ Tn, |η(x)| ≤ 1, we have that

E 1
2

[
exp{βnξn(f ;x)2}

]
≤ E 1

2

[
exp

{
βn
(

2
n

∑
z 6=x,x+1/n

η̄(z)fnx (z)
)2}]

. (3.18)

Note that fnx (z) is a discrete approximation of the partial derivative ∂2f(z, x). Now
we use the following simple observation. For any non-negative random variable X
and any regular function f ,

E[f(X)] = f(0) +

∫ ∞
0

f ′(t)P (X ≥ t)dt.
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Therefore, for f(t) = exp{t}, the right hand-side of (3.18) is bounded from above
by

1 +

∫ ∞
0

exp{t}P 1
2

(
2
n

∣∣∣ ∑
z 6=x,x+1/n

η̄(z)fnx (z)
∣∣∣ ≥√ t

βn

)
dt.

In order to bound last probability we use Hoeffding’s inequality.

Proposition 3.5 (Hoeffding’s inequality).
There exist constants CH , cH such that for any n ∈ N, for any A ⊆ Tn and for

any g : A→ R,

P 1
2

(∣∣∣∑
z∈A

η̄(z)g(z)
∣∣∣ ≥ λ) ≤ CH exp

{
− cHλ

2∑
z∈A g(z)2

}
. (3.19)

Taking λ =
√

t
βn in (3.19), the integral above is bounded by∫ ∞

0

CH exp
{
− t
( cH
βn
∑
z 6=x,x+1/n(fnx (z))2

− 1
)}
dt.

By the smoothness of f , there exists a constant c2(f) such that

4
n

∑
z 6=x,x+1/n

(fnx (z))2 ≤ c2(f)

for any n ∈ N and any x ∈ Tn. Therefore, for any β such that β < cH
c2(f)

,∫ ∞
0

CH exp
{
− t
( cH

4β
n

∑
z 6=x,x+1/n(fnx (z))2

− 1
)}
dt

≤
∫ ∞
0

CH exp
{
− t
( cH
βc2(f)

− 1
)}
dt = CH

{ cH
cH − βc2(f)

− 1
}

and, since β = 2p2θ2T , we conclude that

E 1
2

[
exp{2p2θ2T

∑
x∈Tn

ξn(f ;x)2}
]
≤ 1+CH

{ cH
cH − 2p2θ2Tc2(f)

− 1
}

for any n ∈ N and θ ∈ R small enough; and this proves (3.17) as desired. We
conclude that the sequence {Mθ,n

T (f);n ∈ N} is uniformly integrable for any θ ∈ R
satisfying

|θ| ≤
√

cH
2Tc2(f)

and this ends the proof.
Note that this theorem implies that the processes{ ∂`

∂θ`
Mθ

t (f)
∣∣∣
θ=0

; t ∈ [0, T ]
}

(3.20)

are martingales for any ` ∈ N0. In particular, considering the cases ` = 1, 2 we get
the following result.

Corollary 3.6. For any function f ∈ C∞(T2), the process {Wt(f); t ∈ [0, T ]} is a
martingale of quadratic variation {〈W(f)〉t; t ∈ [0, T ]}.
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Finally, by noting that,

sup
0≤t≤T

|Wn
t (f)−Wn

t−(f)| = sup
0≤t≤T

|Qnt (f)−Qnt−(f)|

and since at each time there is at most one jump, the previous display is of order
O( 1

n ). Moreover, from (3.9) and taking the limit in n→ +∞, we can conclude that
the process {Wt(f); t ∈ [0, T ]} has continuous trajectories. This answers a question
raised in the previous section about the continuity of {Qt; t ∈ [0, T ]} and we state
it as a corollary.

Corollary 3.7. Any limit point of the sequence of D′(T2)-valued processes {Qnt ; t ∈
[0, T ]}n∈N is concentrated on continuous, D′(T2)-valued tractories.

3.4. Characterization of the martingale processes. Our next goal will be to charac-
terize the quadratic variation of the martingale {Wt(f); t ∈ [0, T ]} in terms of the
process {Yt; t ∈ [0, T ]}. More precisely, in this section we prove the next result.

Theorem 3.8. For any f ∈ C∞(T2) and any t ∈ [0, T ],

〈W(f)〉t = 2

∫ t

0

∫
T
Ys(gx)2dxds, (3.21)

where gx : T→ R is defined as gx(z) = ∂2f(z, x) and Ys is the solution of (2.7).

Before proving the theorem we recall that by definition Qt(f) = Qt(fs), where

fs(x, y) =
1

2
(f(x, y) + f(y, x))

is the symmetric part of f . The expression for 〈W(f)〉t does not look very symmetric
in the coordinates (x, y). Note that for any smooth, symmetric function f : T2 →
R, ∂2f(x, y) = ∂1f(y, x). This relation allows us to write 〈W(f)〉t in the more
symmetric way

〈W(f)〉t =

∫ t

0

∫
T

(
Ys(∂1f(x, ·))2 + Ys(∂2f(·, x))2

)
dxds.

Proof : Recall (3.10) and note that the second sum on the right-hand side of (3.10)
converges to 0 in L2, while the first sum is equal to Qns (∆f) plus an error term
which also goes to 0 in L2. Taking the limit in (3.9) through the subsequence n,
we get the identity

Wt(f) = Qt(f)−Q0(f)−
∫ t

0

Qs(∆f)dt,

valid for any f ∈ C∞(T2) and any t ∈ [0, T ]. From (3.4), we see that

ξnt (f ;x)− 2√
n

(
ηnt (x)− ηnt (x+ 1

n )
)
Ynt (fnx )

= −2
{
η̄nt (x)η̄nt (x+ 1

n )− 1
4

}(
f(x+ 1

n , x+ 1
n ) + f(x, x)− 2f(x, x+ 1

n )
)
.

In particular, there exists a constant c3(f) such that∣∣∣ξnt (f ;x)− 2√
n

(
ηnt (x)− ηnt (x+ 1

n )
)
Ynt (fnx )

∣∣∣ ≤ c3(f)

n2
,
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for any n ∈ N, any x ∈ Tn and any t ∈ [0, T ]. Using the simple identity a2 − b2 =
2a(a− b)− (a− b)2, we see that∣∣∣ ∑

x∈Tn

{
ξnt (f ;x)2 − 4

ncx(ηnt )Ynt (fnx )2
}∣∣∣ ≤ c3(f)2

n3
+
c1(f)c3(f)

n
,

where
cx(ηnt ) :=

(
ηnt (x)− ηnt (x+ 1

n )
)2
.

We conclude that

lim
n→∞

{
〈Wn(f)〉t −

∫ t

0

4
n

∑
x∈Tn

cx(ηns )Yns (fnx )2ds
}

= 0

in the sense that this difference is uniformly bounded by a deterministic sequence
which goes to 0 as n→∞. Now we explain how to change fnx (z) by ∂2f(z, x) in the
sum above. From the inequality a2 − b2 = (a− b)(a+ b), plus the Cauchy-Schwarz
inequality and the inequality (a+ b)2 ≤ 2a2 + 2b2 we obtain that

En
[∣∣Ynt (f1)2 − Ynt (f2)2

∣∣] ≤ En
[(
Ynt (f1)− Ynt (f2)

)2] 1
2×

×
(
2
{
En
[
Ynt (f1)2

]
+ En

[
Ynt (f2)2

]) 1
2 .

(3.22)

Using the product structure of ν 1
2
, the right-hand side of this inequality is equal to

1

4

( 1

n

∑
x∈Tn

(
f1(x)− f2(x)

)2) 1
2
( 1

n

∑
x∈Tn

(
f1(x)2 + f2(x)2

)) 1
2

.

Therefore, the application f 7→ Ynt (f)2 from C(T) to L1 is uniformly continuous in
n and t. Let gx : T→ R be defined as gx(z) = ∂2f(z, x). We see that fnx converges
uniformly to gx, the convergence being uniform in n and x. We conclude that

lim
n→∞

∫ t

0

4
n

∑
x∈Tn

cx(ηns )
(
Yns (fnx )2 − Yns (gx)2

)
ds = 0

in L1. Now we need to get rid of the term cx(ηns ), which is not a function of Yns .
The idea is to take advantage of the continuity of Ynt (gx) with respect to x, in order
to introduce an average of cx over some finite interval. Note that for any i ∈ Z,

lim
n→∞

sup
x∈Tn

sup
z∈T

∣∣gx(z)− gx(z + i
n )
∣∣ = 0.

This together with (3.22) gives that for any ` ∈ N,

lim
n→∞

∫ t

0

4

n

∑
x∈Tn

cx(ηns )
(
Yns (gx)2 − 1

2`+ 1

∑̀
i=−`

Yns (gx(·+ i
n ))2

)
ds = 0 (3.23)

in L1. Passing the sum over i to the term with η, we see that

lim
n→∞

{
〈Wn(f)〉t −

∫ t

0

4

n

∑
x∈Tn

( 1

2`+ 1

∑̀
i=−`

cx+i(η
n
s )
)
Yns (gx)2ds

}
= 0 (3.24)

in L1. Now, note that, with respect to ν 1
2
, the expectation of cx(ηns ) with respect

to ν1/2 is equal to 1
2 and cx and cy are independent as soon as |y − x| > 1

n . If we
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split the sum

1

2`+ 1

∑̀
i=−`

cx+i(η) (3.25)

into two sums, one running over even values of i and another running over odd
values of i, we can use the elementary inequality |a+ b|2p ≤ 2p−1(|a|2p + |b|2p) plus
Burkholder’s inequality on each sum to get the bound

E 1
2

[∣∣∣ 1

2`+ 1

∑̀
i=−`

cx+i(η)− 1

2

∣∣∣2p] ≤ Cp
`p

(3.26)

for any p ≥ 1 and any ` ∈ N, where Cp is a constant that depends only on p.
In particular, using Hölder’s inequality (to split the product) and Burkholder’s
inequality (for Yns (gx)), we get the bound

En
[∣∣∣ 1

2`+ 1

∑̀
i=−`

cx+i(η
n
s )− 1

2

∣∣∣Yns (gx)2
]
≤ c3(f)√

`
(3.27)

for some constant c3(f) which does not depend on n ∈ N nor s ∈ [0, T ]. We
conclude that

lim
`→∞

lim
n→∞

∫ t

0

4

n

∑
x∈Tn

1

2`+ 1

∑̀
i=−`

(
cx+i(η

n
s )− 1

2

)
Yns (gx)2ds = 0 (3.28)

in L1. In particular,

lim
n→∞

{
〈Wn(f)〉t − 2

∫ t

0

1

n

∑
x∈Tn

Yns (gx)2ds
}

= 0 (3.29)

in L1. Both terms in this limit are convergent in distribution when n→∞. �

3.5. The martingale problem. Putting Theorems 3.4 (actually Corollaries 3.6 and
3.7) and 3.8 together, we see that the process {Qt; t ∈ [0, T ]} satisfies the following
martingale problem.
(MP) For any symmetric function f ∈ C∞(T2), the process

Wt(f) = Qt(f)−Q0(f)−
∫ t

0

Qs(∆f)ds (3.30)

is a continuous martingale of quadratic variation

〈W(f)〉t =

∫ t

0

∫
T

(
Ys(∂1f(x, ·))2 + Ys(∂2f(·, x))2

)
dxds. (3.31)

Formally speaking, this is the martingale problem associated with the stochastic
partial differential equation

dQt(x, y) = ∆Qt(x, y)dt+ 1√
2

(
Yt(x)∇ω̃(y, t) + Yt(y)∇ω̃(x, t)

)
dt, (3.32)

where ω̃ is a space-time white noise in T × [0, T ]. We note that this martingale
problem does not tell us anything about the relation between the processes {Yt; t ∈
[0, T ]} and ω̃, but, in fact, we would like to say that ω̃ is the white noise appearing
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in (2.7). Let us consider a test function of the form f(x, y) = f1(x)f2(y) for some
functions f1, f2 ∈ C∞(T). Then, by (3.21) we have

〈W(f)〉t = 2‖∇f2‖2
∫ t

0

Ys(f1)2ds.

In the other hand, by definition of {Qnt ; t ∈ [0, T ]}, we see that

Qnt (f) = Ynt (f1)Ynt (f2)− 1

4n

∑
x∈Tn

f1(x)f2(x),

and taking the limit along the subsequence n, we conclude that

Qt(f) = Yt(f1)Yt(f2)− 1

4

∫
T
f1(x)f2(x)dx.

From Itô’s formula, we can obtain the martingale decomposition of the process
{Yt(f1)Yt(f2); t ∈ [0, T ]}. In particular, writing dωt(f) as the Itô differential of the
martingale process

∫ t
0

∫
T f(x)ω(dxds),

Yt(f1)Yt(f2) = Y0(f1)Y0(f2) +

∫ t

0

{
Ys(∆f1)Ys(f2) + Ys(f1)Ys(∆f2)

}
ds

+ 1√
2

∫ t

0

{
Ys(f1)dωs(∇f2) + Ys(f2)dωs(∇f1)

}
+
t

2

∫
T
∇f1(x)∇f2(x)dx.

Let us rewrite this identity in terms of the process {Qt; t ∈ [0, T ]}. Now note that
∆f = f1∆f2 + f2∆f1 and, by an integration by parts, it holds that∫ t

0

Qs(∆f)ds =

∫ t

0

{
Ys(∆f1)Ys(f2) + Ys(f1)Ys(∆f2)

}
ds+

t

2

∫
T
∇f1(x)∇f2(x)dx.

From this we conclude that

Qt(f) = Q0(f) +

∫ t

0

Qs(∆f)ds+ 1√
2

∫ t

0

{
Ys(f1)dωs(∇f2) + Ys(f2)dωs(∇f1)

}
(3.33)

for any function f of the form f(x, y) = f1(x)f2(y). Therefore, at least for functions
of this product form, we are able to identify ω̃ with ω. Actually, since the set of
linear combinations of functions of the form f1(x)f2(y) is dense in C∞(T2), this
relation allows us to identify the martingale appearing in (MP) in terms of ω. Let
us explain this in a more rigorous way. Let us define the D′(T)-valued process
{Nt; t ∈ [0, T ]} as

Nt(f) = Yt(f)− Y0(f)−
∫ t

0

Ys(∆f)ds (3.34)

for any f ∈ C∞(T). By the definition of {Yt; t ∈ [0, T ]}, the process {Nt(f); t ∈
[0, T ]} is a continuous martingale of quadratic variation

〈N (f)〉t =
t

2

∫
T
(∇f(x))2dx.

The relation (3.33) can be rewritten as

Wt(f) = 1√
2

∫ t

0

{
Ys(f1)dNs(f2) + Ys(f2)dNs(f1)

}
. (3.35)
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Note that a by-product of our proof of tightness for {Qnt ; t ∈ [0, T ]}n∈N is a
proof of tightness for {Wn

t ; t ∈ [0, T ]} as a D′(T2)-valued martingale. Therefore,
{Wt; t ∈ [0, T ]} is a well-defined, D′(T2)-valued martingale process. In particular,
its distribution is determined by the values of {Wt(f); t ∈ [0, T ]} for f of the form
f1(x)f2(y). In (3.35) there is no mention to the process {Qt; t ∈ [0, T ]}. We are
finally ready to establish a uniqueness result for the martingale problem (MP). We
state it as a theorem.

Theorem 3.9. Let {(Qt,Yt,Nt); t ∈ [0, T ]} be a D′(T2) ⊗D′(T) ⊗D′(T)-valued,
continuous processes. Assume that

a) for any f ∈ C∞(T), the process {Nt(f); t ∈ [0, T ]} is a continuous martin-
gale of quadratic variation 1

2 t
∫
T(∇f(x))2dx,

b) for any f ∈ C∞(T), the process {Yt(f); t ∈ [0, T ]} satisfies the relation

Yt(f) = Y0(f) +

∫ t

0

Ys(∆f)ds+Nt(f), (3.36)

c) there exists a D(T2)-valued process {Wt; t ∈ [0, T ]} such that for any f, g ∈
C∞(T),

Wt(f(x)g(y)) = 1√
2

∫ t

0

{
Ys(f)dNs(g) + Ys(g)dNs(f)

}
, (3.37)

d) for any f ∈ C∞(T2), we have

Qt(f) = Q0(f) +

∫ t

0

Qs(∆f)ds+Wt(f), (3.38)

e) for any f ∈ C∞(T2) and any t ∈ [0, T ], the real-valued random variable
Qt(f) has a Gaussian distribution of mean zero and variance
1
4

∫∫
T2 f(x, y)2dxdy.

Then the distribution of {(Qt,Yt,Nt); t ∈ [0, T ]} is uniquely determined.

Proof : The proof was basically accomplished above. Note that the tightness result
shows existence of the triple {(Qt,Yt,Nt); t ∈ [0, T ]}. Condition e) implies station-
arity of the process {Qt; t ∈ [0, T ]}, and could be relaxed to some moment bound,
but since we are only interested on the stationary case, we will not discuss these
generalizations here. Using this stationarity condition, it is not hard to show that
for any t ∈ [0, T ] and any smooth path F : [0, t]→ C∞(T2),

Qt(Ft) = Q0(F0) +

∫ t

0

Qs
(
(∂s + ∆)Fs

)
ds+

∫ t

0

dWs(Fs). (3.39)

This relation allows us to use Duhamel’s formula to compute Qt(f) in terms of
the process {Wt; t ∈ [0, T ]}. Fix f ∈ C∞(T2) and t ∈ [0, T ], and consider the test
function Fs = Pt−sf , where {Pt; t ∈ [0, T ]} is the semigroup generated by ∆. Then,
(∂s + ∆)Fs = 0 and

Qt(f) = Q0(Ptf) +

∫ t

0

dWs(Pt−sf). (3.40)

Therefore, given the process {Wt; t ∈ [0, T ]} and the initial distribution of Q0, the
process {Qt; t ∈ [0, T ]} is uniquely determined by this Duhamel’s formula, which
shows uniqueness in distribution. �
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We finish this section with a note on the proof of Theorem 2.4. Recall that
in Section 3 we showed tightness of the sequence of processes {Qnt ; t ∈ [0, T ]}n∈N.
In Section 3.4 we proved that any limit point {Qt; t ∈ [0, T ]} of the sequence
{Qnt ; t ∈ [0, T ]}n∈N satisfies the martingale problem stated in Theorem 3.9, and
then in Section 3.5 we proved that this martingale problem has a unique solution
in distribution. From all this, we conclude that the limit point of {Qnt ; t ∈ [0, T ]}
is unique, and as a consequence we conclude that the whole sequence converges to
that limit point.

4. Properties of the quadratic fluctuation field at the diagonal

In this section we prove Theorems 2.5, 2.7 and 2.8. The idea is to use the
martingale characterization of the process {Qt; t ∈ [0, T ]} obtained in Theorem 3.9,
and more precisely the martingale decomposition (3.38) in order to rewrite the
integral process ∫ t

0

Qs
(
(f ′ ⊗ δ) ∗ ιε

)
ds (4.1)

as a martingale plus a function of Qt and Q0. For a given function g ∈ C∞(T2),
let ψg : T2 → R denote the solution of the Poisson equation

∆ψ = g. (4.2)

If
∫∫

T2 g(x, y)dxdy = 0, then the solution ψg of this equation belongs to C∞(T2),
and by (3.38) we have that∫ t

0

Qs(g)ds = Qt(ψg)−Q0(ψg)−Wt(ψg). (4.3)

4.1. Proof of Theorem 2.5. In order to prove the theorem we start by showing that
for any t ∈ [0, T ] and any f ∈ C∞(T), the sequence {Aεt (f)}ε is Cauchy in L2(P ),
and therefore the limit

At(f) = lim
ε→0
Aεt (f) (4.4)

exists in L2(P ). To prove that {Aεt (f)}ε is a Cauchy sequence, we note that

Aεt (f) = Qt(ψ
ε
f )−Q0(ψεf )−Wt(ψ

ε
f ), (4.5)

where ψεf is the solution of the Poisson equation (4.2) with g = (f ′ ⊗ δ) ∗ ιε and
satisfying

∫
T ψ

ε
f (x)dx = 0. Therefore, from the inequality (x+ y)2 ≤ 2x2 + 2y2, we

have, for 0 < δ < ε, that

E
[(
Aεt (f)−Aδt (f)

)2] ≤ 2E
[(
Qt(ψ

ε
f − ψδf )−Q0(ψεf − ψδf )

)2]
+ 2E[Wt(ψ

ε
f − ψδf )2].

(4.6)

Recall that variance of the martingaleWt(ψ
ε
f−ψδf ) is equal to 1

2 t‖∇(ψεf−ψδf )‖2. In
the first lemma below, we prove that the second expectation on the right-hand side
of last expression is bounded by Ctε‖f ′‖2. On the second lemma below we prove
that the first expectation on the right-hand side of last expression is also bounded
by Ctε‖f ′‖2. From those results, it follows that

E
[(
Aεt (f)−Aδt (f)

)2] ≤ Ctε‖f ′‖2 (4.7)

and we are done.
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Lemma 4.1. For ψεf given above, there exists a constant C such that

‖∇(ψεf − ψδf )‖2 ≤ Cε‖f ′‖2 (4.8)

for any 0 < δ < ε < 1 and any f ∈ C∞(T).

Proof : We will obtain an explicit expression for the Fourier series of ψεf . For that
purpose, for k,m ∈ Z, let ψk,m : T2 → C be the trigonometric polynomial given
by ψk,m(x, y) = e2πi(kx+my). Then {ψk,m; k,m ∈ Z} is an orthonormal basis of
L2(T2). For any function g ∈ L2(T2), we denote by ĝ : Z2 → C the Fourier series
of g:

ĝ(k,m) =

∫∫
T2

g(x, y)ψk,m(x, y)dxdy

for any k,m ∈ Z. Then, a simple computation shows that

∆̂g(k,m) = −4π2(k2 +m2)ĝ(k,m),

where ∆g denotes the two-dimensional laplacian of g. Also note that

̂(f ′⊗ δ) ∗ ιε(k,m) = ̂(f ′⊗ δ)(k,m)ι̂ε(k,m) = 2πi(k +m)f̂(k +m)ι̂ε(k,m),

from where we get that

ψ̂εf (k,m) =
−i(k +m)f̂(k +m)ι̂ε(k,m)

2π(k2 +m2)
.

The Fourier series ι̂ε(k,m) can be computed explicitly. In fact,

ι̂ε(k,m) =
sin(2πkε) sin(2πmε)

4π2ε2km
,

where we use the convention sin(x)
x = 1 for x = 0. By Parseval’s identity, for any

function ψ ∈ L2(T2),
‖ψ‖2 =

∑
k,m∈Z

∣∣ψ̂(k,m)
∣∣2.

We claim that there exists a universal constant C > 0 such that

|̂ιε(k,m)− ι̂δ(k,m)| ≤ C(ε− δ)(k2 +m2)1/2 (4.9)

for any 0 < δ ≤ ε. In fact, it is enough to note that the gradient of the function
(x, y) 7→ sin(x) sin(y)

xy is bounded in R2. Since the function x 7→ sin(x)
x is bounded

between −1 and 1, we also have the trivial bound∣∣ι̂ε(k,m)− ι̂δ(k,m)
∣∣ ≤ 2, (4.10)

which is actually better than (4.9) if (k2 + m2)1/2 ≥ 2
C(ε−δ) . From Parseval’s

identity and from the inequality (k +m)2 ≤ 2(k2 +m2) we get that

‖∇(ψεf − ψδf )‖2 ≤ 2
∑
k,m∈Z

(k +m)2|f̂(k +m)|2

k2 +m2

∣∣ι̂ε(k,m)− ι̂δ(k,m)
∣∣2. (4.11)

We split the sum above into a sum over two sets, depending on whether (4.9) or
(4.10) is the best estimate. We start with the case on which the trivial bound (4.10)
is the best one. Note at first that the set

R1 =
{

(k,m) ∈ Z2; (k2 +m2)1/2 ≥ 2

C(ε− δ)

}
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is contained on the set

R′1 =
{

(k,m) ∈ Z2; |k +m| ≥ 2

C(ε− δ)
, |k −m| ≥ 2

C(ε− δ)

}
. (4.12)

Let us define the new coordinates ` = k+m, n = k−m. In these new coordinates,
the set R′1 is given by

R′1 =
{
|`| ≥ 2

C(ε− δ)
, |n| ≥ 2

C(ε− δ)

}
. (4.13)

Using the estimate k2 + m2 ≥ 1
2n

2, we have that there exists a constant C1 such
that for any ε small enough, it holds that∑

(k,m)∈R′1

(k +m)2|f̂(k +m)|2

k2 +m2

∣∣ι̂ε(k,m)− ι̂δ(k,m)
∣∣2

≤ 8
∑

(`,n)∈R′1

`2

n2
|f̂(`)|2 ≤ C1(ε− δ)‖f ′‖2,

Now we estimate the sum in (4.11) over the set (R′1)c. Using (4.9), we see that∑
(k,m)∈(R′1)c

(k +m)2|f̂(k +m)|2

k2 +m2

∣∣ι̂ε(k,m)− ι̂δ(k,m)
∣∣2 ≤ C2(ε− δ)2

∑
(`,n)∈(R′1)c

`2|f̂(`)|2

≤ 2C3(ε− δ)‖f ′‖2.
(4.14)

This together with the previous estimate ends the proof of the lemma. �

Remark 4.2. At first glance, it seems that solving the Poisson equation (4.2) with
f ′ instead of f is not needed in order to prove this lemma, since the final bound
depends only on f ′ and not on f . Actually, what we need is the integral condition∫
T f
′(x)dx = 0, which is equivalent to f ′ being the actual derivative of a function f .

This condition means that the 0-th order of the Fourier’s expansion of f ′ vanishes,
allowing to divide by k2 + m2 without worrying about the case k = 0, m = 0 in
various steps of the computations.

Lemma 4.3. For any g ∈ L2(T2),

E
[(
Qt(g)−Q0(g)

)2]
= 1

2 〈g, g − Ptg〉 ≤ t‖∇g‖
2.

Proof : Let us assume that g ∈ C∞(T2). By Duhamel’s formula (3.40), we have
that

E
[(
Qt(g)−Q0(g)

)2]
= E[Q0(Ptg − g)2] + E

[( ∫ t

0

dWs(Pt−sg)
)2]

= 1
4‖Ptg − g‖

2 + 1
2

∫ t

0

‖∇(Psg)‖2 ds,

where Pt is the semigroup generated by ∆. Since

∇(Psg)‖2 =
1

2

d

dt
‖Ptg‖2,

the lemma follows for g ∈ C∞(T2). Since Qt and Pt are continuous under approx-
imations in L2(T2), the lemma follows for g ∈ L2(T2) by approximations. Now,
note that

d
dt 〈g, g − Ptg〉 = ‖∇Ptg‖2 ≤ ‖∇g‖2
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and in particular 〈g, g − Ptg〉 ≤ t‖∇g‖2. �

Recall that for each fixed time t, Qt is a white noise of variance 1
4 . Therefore,

E[Qt(ψ
ε
f )2] =

1

4
‖ψεf‖2

for any t ∈ [0, T ]. By using the representation

Aεt (f) =

∫ t

0

Qs
(
(f ′ ⊗ δ) ∗ ιε

)
ds, (4.15)

and the Cauchy-Schwarz’s inequality, we get the simple bound

E[Aεt (f)2] ≤ 1
4 t

2‖(f ′ ⊗ δ) ∗ ιε‖2 ≤
Ct2

ε
‖f ′‖2. (4.16)

Taking δ → 0, choosing ε =
√
t and combining (4.7) with (4.16), we obtain the

bound
E[At(f)2] ≤ Ct3/2‖f ′‖2. (4.17)

These estimates are all we need in order to show that {At; t ∈ [0, T ]} is a well-
defined, D′(T2)-valued process and to show that {Aεt ; t ∈ [0, T ]} converges to
{At; t ∈ [0, T ]} at the level of processes, see Theorem 2.1 of Gonçalves and Jara
(2013) for the details.

4.2. Proof of Theorem 2.7: small-time asymptotics of the quadratic field. Let us
denote by ψf the solution of the Poisson equation (4.2) with g = f ′ ⊗ δ satisfying∫
T2 ψf (x) dx = 0. By Lemma 4.1, ψ ∈ H1,2(T2). Recall from the previous section
that, for any t ∈ [0, T ], we have the following expression for At(f):

At(f) = Q0(Ptψf − ψf ) +

∫ t

0

dWs(Pt−sψf − ψf ). (4.18)

The variance of the first term on the right-hand side of (4.18) is equal to 1
4‖Ptψf −

ψf‖2, while the variance of the second term on the right-hand side of (4.18) is equal
to

1
2

∫ t

0

‖Pt−sψf − ψf‖2ds = 1
2

∫ t

0

‖Psψf − ψf‖2ds. (4.19)

In the next lemma we prove that the norm ‖Ptψf − ψf‖ decays to 0 like t3/2.

Lemma 4.4. For any smooth function f : T→ R we have that

lim
t→0

‖Ptψf − ψf‖2

t3/2
=

4

3
√
π

(
− 1 +

√
2
)∫

T
f(x)(−∆f)(x) dx. (4.20)

Proof : Note that for any ψ : T2 → R regular enough

P̂tψ(k,m) = e−4π
2(k2+m2)tψ̂(k,m).

Therefore, by Parseval’s identity we have that

‖Ptψf − ψf‖2 =
∑
k,m∈Z

(k +m)2
∣∣f̂(k +m)

∣∣2
4π2(k2 +m2)2

(
1− e−4π

2(k2+m2)t
)2
. (4.21)

From the change of variables u = k +m, v = k −m we obtain that

‖Ptψf − ψf‖2 =
∑
u,v

u2
∣∣f̂(u)

∣∣2
π2(u2 + v2)2

(
1− e−π

2(u2+v2)t
)2
, (4.22)
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where the sum is over u, v ∈ Z such that u+v is even. Last identity can be rewritten
as

‖Ptψf − ψf‖2

t3/2
=
∑
u∈Z

u2
∣∣f̂(u)

∣∣2
2π2

(
2
√
t
∑
v∈Z

u+v even

g
(
u
√
t, v
√
t
)2)

.

where g : R2 → R is given by

g(x, y) =
1− e−π2(x2+y2)

x2 + y2
.

Therefore, to finish the proof, it is enough to find the limit of the term at the right
hand side of last expression. Note that the sum between parentheses is a Riemann
sum for the integral ∫

R
g(u
√
t, y)2dy, (4.23)

where the factor 2 in front of the sum comes from the fact that the sum is over one
half of the integers. Moreover, we note that there exists a finite constant c such
that ∣∣g(x, y)

∣∣ ≤ c

1 + y2
,
∣∣∂yg(x, y)

∣∣ ≤ c

1 + y4

for any x ∈ R. Therefore,

lim
t→0

2
√
t
∑
v∈Z

u+v even

g
(
x, v
√
t
)2

=

∫
R
g(x, y)2dy, (4.24)

uniformly in x and, in particular, we have, for any u ∈ Z, that

lim
t→0

2
√
t
∑
v∈Z

u+v even

g
(
u
√
t, v
√
t
)2

=

∫
R
g(0, y)2dy =

8

3
π7/2

(
− 1 +

√
2
)
. (4.25)

From (4.24) we can exchange the limit and the summation to obtain

lim
t→0

‖Ptψf − ψf‖2

t3/2
=

4

3
π3/2

(
− 1 +

√
2
)∑
u∈Z

u2
∣∣f̂(u)

∣∣2
=

4

3
√
π

(
− 1 +

√
2
)∫

T
f(x)(−∆f)(x) dx,

(4.26)

which proves the lemma. �

Now, since ‖Pεtψf −ψf‖ decays to 0 as ε3/2, the second term on the right-hand
side of (4.18) is of smaller order than the first term. In other words,

lim
ε→0

ε−3/4Aεt(f) = lim
ε→0

ε−3/4Q0(Pεtψf − ψf ), (4.27)

whenever one of the limits exists. The process Q0 is Gaussian and centered, and
therefore it is easy to check the convergence ot the term above. In fact, this is
exactly what Lemma 4.4 shows. We conclude that ε−3/4Aεt(f) converges in distri-
bution as ε→ 0 to a Gaussian random variable of mean zero and variance

4

3
√
π

(
− 1 +

√
2
)
t3/2

∫
T
f(x)(−∆f)(x) dx.
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Since the process {At(f); t ≥ 0} has stationary increments, we have proved con-
vergence in the sense of finite-dimensional distributions. In order to get conver-
gence at the level of processes, we only need to show tightness of the sequence
{ε−3/4Aεt(f); t ≥ 0}. But this follows from the comment after (4.17).

Remark 4.5. Note that the process {Bt(f); t ≥ 0} is a fractional Brownian motion
of Hurst exponent 3

4 which coincides with the process arising as the scaling limit of
occupation times of the exclusion process Gonçalves and Jara (2013). This fact is
a quantitative version of the formal claim which states that fluctuations of additive
functionals of local functions of degree 1 (as, for example, the occupation time) are
of the same nature as the fluctuations of additive functionals of extensive functions
of degree 2 (as, for example, the quadratic field).

4.3. Proof of Theorem 2.8: large-time variance of the quadratic field. In the previ-
ous subsection we have seen how we can extract non-trivial information about the
quadratic field {At; t ≥ 0} for small times using the representation (4.18). In this
subsection we will see what can we say about the variance of At(f) when t is large.
Actually, it will be easier to work with the representation

At(f) = Qt(ψf )−Q0(ψf )−Wt(ψf ). (4.28)

Last identity can be obtained by passing to the limit in ε→ 0 in (4.5). Recall that
the variance of Qt(ψf ) (and also of Q0(ψf )) is equal to ‖ψf‖2, while the variance
of Wt(ψf ) is equal to 1

2 t‖∇ψf‖
2. Therefore, we see that

lim
t→∞

E
[
At(f)2

]
t

= 1
2‖∇ψf‖

2. (4.29)

The following lemma tells us the behavior of ‖∇ψf‖2:

Lemma 4.6. There exists a bounded function a : Z→ R such that

‖∇ψf‖2 =
∑
k∈Z

(
π|k|+ a(k)

|k|

)∣∣f̂(k)
∣∣2.

Proof : A simple computation shows that

‖∇ψf‖2 =
∑
k,m

(k +m)4
∣∣f̂(k +m)

∣∣2
(k2 +m2)2

. (4.30)

Using the change of variables u = k+m, v = k−m, we can rewrite this expression
as ∑

u∈Z

∑
v∈Z

u+v is even

4|u|4
∣∣f̂(u)

∣∣2
(u2 + v2)2

=
∑
u∈Z

4|u|
∣∣f̂(u)

∣∣2( 1

|u|
∑
v∈Z

v is even

1(
1 + v2

u2

)2). (4.31)

The expression inside curved parenthesis in last display, is a Riemann sum for the
integral

1

2

∫
(1 + x2)−2dx =

π

4
.

The error can be estimated with the trapezoid rule:∣∣∣ 1

b− a

∫ b

a

f(x)dx− f(a) + f(b)

2

∣∣∣ ≤ (b− a)2

6
sup
a≤x≤b

∣∣f ′′(x)
∣∣,
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which shows that we can write∥∥∇ψf∥∥2 =
∑
k∈Z

(
π|k|+ a(k)

|k|

)∣∣f̂(k)
∣∣2

for some bounded function a : Z→ R. �

Given this lemma, in order to prove Theorem 2.8 we just need to identify the
expression π|k| + a(k)

|k| as the symbol in Fourier space of an operator of the form
− 1

2 (−∆)1/2+K, with K an integral operator. The symbol of − 1
2 (−∆)1/2 is exactly

equal to π|k|, so the symbol of K is equal to a(k)
|k| . Since a(k)

|k| ∈ `
2, there exists a

function K(x) ∈ L2(T) such that

Kf(x) =

∫
K(y − x)f(y)dy,

and K is a convolution operator.
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