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ABSTRACT 

In the emerging field of medical image processing, computer 

vision, pattern recognition and other digital signal processing 

applications, window technique is vastly used. A window 

function is a mathematical function that is zero-valued outside 

of some chosen interval. When another function is multiplied 

by a window function, the product is also zero-valued outside 

the interval. In this paper, the performance of Hamming, 

Hanning and Blackman window have been mainly compared 

considering their magnitude response, phase response, 

equivalent noise bandwidth, sidelobe transition width, 

response in time and frequency domain using MATLAB 

simulation. To observe the responses, a FIR filter of low pass, 

high pass, band pass and band stop type have been designed 

and encountered them with each parameters stated above. The 

results that have been found is as same as its to be as stated in 

the theory. Comparing simulation results of different window, 

this paper has found Blackman window with best performance 

among them which is also expected from the theory. These 

windows have also been encountered with speech signal using 

MATLAB simulation and found the same expected result. 
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1. INTRODUCTION 
Filter is a kind of electronic device without which the whole 

communication system and signal processing whether digital 

or analog will go back to the Dark Age. Filter defines, 

contains and provides identity to each user and thus ensures 

that the expected signal has been forwarded to the expected 

direction. In signal processing, a filter is a device or process 

that removes from the unwanted component of the signal. 

Different forms of filters are used for different purposes. Low 

pass filters are used to pass the low frequency band. Band 

pass filters are used to pass a suitable frequency band that is 

required for desired applications. Digital filters can be 

classified into two categories and they are the Finite Impulse 

Response (FIR) filter and Infinite Impulse Response (IIR) 

filter [1][2]. In the FIR system, the impulse response is of 

finite duration, this means that it has a finite number of 

nonzero terms. On the other hand, The IIR system has an 

infinite number of nonzero terms. This means its impulse 

response is of infinite duration.    While implementation, FIR 

filter needs no feedback. FIR filter is not a recursive filter. 

Because of this reason, the structure of FIR filter is much 

more simpler than compared to the IIR filter [3][4][5]. For 

designing the FIR filter, the analog filter is first built by active 

or passive elements. The analog filter is then diagrammed 

suitably into digital domain using the required IIR filter. Then 

by applying proper method, generally applying Fourier series 

method ,Frequency sampling method or Window method, the 

FIR filter can be obtained[4][6][7][8]. There are some 

problems included in the implementation of FIR filters using 

Fourier series method. The abrupt truncation of the Fourier 

series results in oscillations in the pass band and stop band. 

These oscillations are due to slow convergence of the Fourier 

series, particularly near the points of discontinuity. These 

problems can be solved by using an appropriate window 

function. Window methods are widely used. In this paper, 

among all the windows, Blackman window and the Hamming 

window are discussed for designing the FIR filter. Here, the 

gain responses are observed by designing FIR low pass, high 

pass, band pass, band stop filter using Hamming, Hanning and 

Blackman window. There are certain benefits of Blackman 

window over the Hamming and Hanning window [8][9][10]. 

A comparative discussion is presented in this paper along with 

the appropriate simulation of FIR filter by using Blackman 

window and the Hamming and Hanning window. 

2. FIR FILTER 
The response of the FIR filter depends only on the present and 

past input samples. There are some forms of FIR filter. They 

are [9][10][11][12][13]: 

1. High pass filter  

2. Low pass filter 

3. Band pass filter 

4. Band stop filter 

5. All pass filter 

The benefits of FIR filter over IIR filter are given below 

[4][6][14][17][18]: 
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1. FIR filters are stable. 

2. They can have an exact linear phase. 

3. They can be realized efficiently in hardware. 

4. The filter start-up transients have finite duration. 

5. Simple extensions to multi rate and adaptive filters 

6. FIR filter follows the procedures of Kronecker delta rule 

which says the impulse response will be zero after a finite 

time. The Kronecker delta is defined by, 

     
                
               

  ……………………………. (2.1) 

Now eqn. (2.1) is valid only for two variables i.e. i and j. If 

there one variable exists, the Kronecker delta becomes, 

    
                
               

  …..………………………... (2.2) 

3. DEFINITION OF FIR FILTER 
Now For a discrete-time FIR filter, the output is a weighted 

sum of the current and a finite number of previous values of 

the input. The operation is described by the following 

equation, which defines the output sequence y[n] in terms of 

its input sequence x[n]: 

                                     

    

 

   

                                                      

 

 

Fig.1: A discrete-time FIR filter of order N. The top part 

is an N-stage delay line with N + 1 taps. 

 

4. WINDOW TECHNIQUE 
Window technique implicates a function called window 

function. It is also known as tapering function. It states that if 

some interval is chosen, it returns with finite non-zero value 

inside that interval and zero value outside that interval. A 

major effect of windowing is that the discontinuities of the 

frequency response are converted into transition bands 

between values on either side of the discontinuity. 

 

There are many window techniques available for designing 

the FIR filter and they are [18][19][20][21]: 

 

1. Hanning window 

2. Hamming window 

3. Blackman window  

4. Rectangular window 

5. Bartlett window 

6. Kaiser window etc. 

4.1 Hamming Window 
The equation for Hamming window sequence can be defined 

by [12][13], 

            
   

   
      

   

 
   

   

 
 (4.1.1) 

With α =0.54 and β=1-α=0.46 

The non-causal hamming window function is related to the 

rectangular window function. 

                        
   

   
  ………... (4.1.2) 

The spectrum of the hamming window can be obtained as 

     
         

    
   

 
 

    
  

 
 
     

    
   

 
 

  

   
 

    
  

 
 

 

   
 
 

                             
    

   

 
 

  

   
 

    
  

 
 

 

   
 

  …………...……... (4.1.3) 

The width of the main lobe is approximately 8π/N and the 

peak of the first side lobe is at -43dB.The side roll off is 20 

dB/decade. For a causal window, 

    
         

    
   

 
 

    
  

 
 
     

    
   

 
 

  

   
 

    
  

 
 

 

   
 
 

                            
    

   

 
 

  

   
 

    
  

 
 

 

   
 

 ...…..…………... (4.1.4)  

4.2 Hanning Window 
The window function of a causal Hanning window is given 

by, 

          
          

   

   
        

           
  (4.2.1) 

The window function of a non-causal Hanning window is 

given by, 

                    
   

   
       

   

 
           

  

                                                                                        (4.2.2) 

The width of the main lobe is approximately 8π/N and the 

peak of the first side lobe is at -32dB. 

4.3 Blackman Window 
The Blackman window sequence can be defined by 

[1][16][17], 

                     
   

   
     

   

 
   

   

 
    

Where a0, a1, a2 are constants.                             

   
   

 
    

 

 
        

 
Generally, the value of α for Blackman window is static and it 

is α =0.16. Now, putting the value of α into a0, a1, a2, the 

actual value of the coefficients for the Blackman window 
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sequences can be achieved and they are, a 0 = 0.42; a 1 = 0.5; 

a2=0.08                                                                             

5. SIMULATION AND DETERMINA-

TION OF WINDOW SEQUENCE AND 

DESIRED IMPULSE RESPONSE 
In FIR filter, whatever may be the type of the filter, the 

magnitude response must be 1 at the pass band and otherwise 

it will be decreased to zero with or without ripple. So, the 

desired frequency response or in the other hand the magnitude 

function can de expressed by, 

    
     

              
           

 …………………….. (5.1) 

The desired impulse response can be derived to, 

      
         

  

 

  
  ……………………….......... (5.2) 

If the desired impulse response have the symmetry 

about n=0, it can be obviously said that, 

             ………………………………… (5.3) 

Hence, for a FIR filter of order N=6, the preferred impulse 

response can be given in the Table-1 

 

Table 1: Impulse Response 

Desired 

impulse 

Response of 
      

Value of 
      

Symmetry of  
      

      0.750       

      -0.225        

      -0.159        

      -0.075        

      0.000        

      0.045        

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: Filters using Hamming window (a) low pass (b) high 

pass (c) band pass (d) band stop 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Filters using Hanning window (a) low pass (b) high 

pass (c) band pass (d) band stop 
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Fig.4: Phase response of Hanning window for low pass 

filter (N=64) 

 
Table 2: The filter coefficients h (n) using Blackman 

window sequence 

Filter 

coefficients 

      

Value of 

coefficient 

Symmetry of  

      

      0.7500       

      -0.2111        

      -0.1229        

      -0.0416        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5: Filters using Blackman window (a) low pass (b) high 

pass (c) band pass (d) band stop 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.6: Phase response of Blackman window (N=64) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.7: Window function responses in time domain 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.8: Frequency response of window function 
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Fig.9: Spectrum of the input signal (speech signal) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10: Speech signal analysis for low pass filter using 

hamming window (order of filter=20) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.11:  Speech signal analysis for high pass filter using 

Blackman window (order of filter=20) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.12: Speech signal analysis for band pass filter using 

Blackman window (order of filter=20) 

 

 

 
 

Fig.13: Speech signal analysis for Band stop filter using  

Hanning window (order of filter=20) 

 

Table 3: ENBW calculations 

 

Window 

(N=64) 

Equivalent  noise bandwidth 

Hamming 1.3783 

Hanning 1.5238 

Blackman 1.7542 

 

 

From above figures (Fig.2, 3, 4, 5 and 6), it can be observed 

that the response of Blackman window are more smooth and 

perfect than that of the Hamming and Hanning window. So, 

the Black man window is more perfect and advantageous than 

that of those windows. The advantages of Blackman window 

over Hamming and Hanning window are as follows: 
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1. In window sequence function, the Hamming window has 

fewer terms than compared to the Blackman window. More 

term in calculation specifies more accuracy in result. For this 

reason, the simulation result for designing filter   is more 

accurate in Blackman window. 

2. There is an extra cosine term in Blackman function. This 

extra term in terms reduces the side lobes. In Fig.2(a) and 

Fig.3(a) for FIR low pass filter design, there are many lobes 

exists in case of Hamming and Hanning window on the other 

hand for same specification and filter order, in Blackman 

window, there exists less side lobes in Fig.5(a). Reducing side 

lobes means that the efficiency is increased. This means less 

power is lost.    

3. The equivalent noise bandwidth is greater in Blackman 

window than Hanning window (From Table 3) while the 

ENBW is grater in Hanning window than Hamming window. 

4. The response of Blackman window in time domain and 

frequency domain (Fig.7) is better than Hamming window 

and Hanning window. 

5. In Fig. 2(a), it can be seen that in Hamming window, the 

peak side lobe is down about 50dB.But in Blackman window, 

the peak side lobe is down about 78dB in fig. 5(a). So, there is 

a progress in Blackman window of 18dB when paralleled to 

the Hamming window. 

Fig.9 shows the spectrum of the speech signal whose 

sampling rate is 22050 and number of bits per sample is 16. 

Fig.10 indicates the low pass filter characteristics and the 

change of spectrum of the speech signal using Hamming 

window where the pass band frequency is 2000 Hz. For 

deigning high pass filter and band pass filter using Blackman 

window (Fig.11 and Fig.12) pass band frequency 2000 Hz 

(for HPF) and pass band and stop band frequency (for BPF) 

2000Hz and 3000Hz have been selected. Fig.13 shows the 

band stop filter characteristics and the BSF output spectrum of 

speech signal using Hanning window where pass band and 

stop band frequency 1500Hz and 2500Hz have been used   

respectively. For speech signal analysis to remove undesirable 

noise window technique can be used. Band separation filter 

using Hanning window can recover the original speech signal 

sharply. 

6. CONCLUSION 
Beside the mathematical comparison among Hamming, 

Hanning and Blackman window function, in this paper, they 

have also been encountered with the designed low pass, high 

pass, band pass and band stop FIR filter with a view to 

comparing their responses for different parameters like 

magnitude response, phase response, equivalent noise 

bandwidth, sidelobe transition width and response in time and 

frequency domain all done using MATLAB simulation. The 

filter coefficients are considered for the design of the FIR 

filter. The equivalent noise bandwidth is also calculated for 

Hamming and Blackman window. The speech signals have 

also been encountered using MATLAB simulation, which was 

the special consideration, and compared the input and output 

spectrum of the signal. In all cases, it has been found 

Blackman window showing superiority in performance and 

demonstrating best functionality among these three windows 

which is also expected from the theory.   
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