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ABSTRACT 

Significant amount of people suffer from Diabetic 

Retinopathy (DR), which is one of the major causes of vision 

loss. The incidence of this disease is even higher due to not 

being diagnosed at the right time. On numerous occasions, 

due to neglect and poor care, diabetic retinopathy can lead to 

significant damage to the eyes. That is why, early diagnosis of 

eye diseases, proper treatment and care for the disease can 

prevent vision loss. Referral of eyes with diabetic retinopathy 

for advanced assessment and treatment would aid in reducing 

the chances of vision loss, allowing proper diagnoses. The 

purpose of this study is to develop resilient and flexible 

diagnostic techniques for the detection of DR and to identify 

dynamic DR grading using residual networks to facilitate the 

network training that are significantly intense than previously 

used networks. Even though lots of research has been done on 

DR, its identifications remains challenging due to time and 

space complexity along with higher accuracy specificity. 

Here, a residual learning framework has been proposed that 

overcomes the challenges while efficiently detecting DR. 

Hence, using a high-end Graphics Processor Unit (GPU) the 

model has been trained on the publicly available Kaggle 

dataset and empirical evidence has been provided in order to 

support the results with a sensitivity of 95.6% and an accuracy 

of 93.20%.   

General Terms 

Machine Learning, Convolutional Neural Network 

Keywords 

Diabetic Retinopathy, Deep Neural Network, Residual 
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1. INTRODUCTION 
Different methods of detecting abnormalities in Diabetic 

Retinopathy (DR) have been studied in various research 

works using deep learning which also lead to many solutions 

being provided. The methods suggested in these research 

activities can assist ophthalmologists in eliminating vascular 

and optic discs. In [5], an approach for the Automatic 

Detection of Diabetic Retinopathy (ADDR) in color fundus 

images has been discussed. This technique utilizes 

preprocessing, feature extraction, and integration of 

classification algorithms. The effectiveness of the automated 

system has been evaluated on the basis of sensitivity and 

specificity in this approach. On the other hand, an automated 

diagnosis system has been proposed for detecting DR from 

250 selected images in [7]. Here, Match Filter Response 

(MFR) has been used to reduce noise in images. Afterwards, 

Fuzzy C-Mean Clustering has been applied to these images to 

segment the blood vessels. After preprocessing, techniques 

like Probabilistic Neural Network, Bayes Theory and Support 

Vector Machine have been used to compare their 

performance. 

Deep Residual Learning (DRL) has a spectacular record in the 

area of image analysis, including medical imaging. Over the 

past few years, updated architectures on the Residual 

Networks i.e. ResNet 34, ResNet 50, ResNet 152 etc. have 

been introduced and studied in several researches. This work  

employs a residual learning framework called ResNet 50, a 

50-level residual network used to train and facilitate networks 

that are significantly deeper than previously used networks. 

However, here explicit learning-like layers has been 

formulated with reference to level inputs rather than learning 

abstract functionality. This research shows that this pre-

trained model is very useful in determining DR considering 

the large number of parameters in the dataset and the time 

complexity. On top of that, a high-end graphics processor unit 

(GPU) has been used to train the model in the dataset which 

eventually speeds up the process. In the end, comprehensive 

and extensive empirical evidence has been provided showing 

that in detection of DR the proposed residual learning 

framework more specifically ResNet 50 can achieve higher 

precision from sufficiently increased depths with lower time 

and space complexity. 

2. RELATED WORK 
A lot of researchers have conducted studies regarding 

detection of Diabetic Retinopathy (DR) using various 

algorithms, methodologies, techniques and procedures. 

Amongst them, some relevant works have been discussed here 

which have direct correlation with our proposed approach.   

In [1] an automated approach to the identification of the 

presence of diabetic retinopathy from color fundus images of 

the retina has been proposed.  This research incorporated a 

three layered artificial neural network (ANN) and support 

vector machines (SVM) to classify the retinal images. The 

proposed method can produce a classification accuracy of 

97.2% using ANN and 98.1% using SVM. 

In [2] researchers have used the green channel of the fundus 

RGB image for obtaining traces of blood vessels. The 

developed algorithm utilized morphological operation to 

smoothen the background ensuring that the veins have better 

visibility. Contrast enhancement, background exclusion and 

thresh holding have been used in this approach. The proposed 

techniques have been applied on some publicly available 

databases and images from eye hospitals. Experimental results 

obtained from implementing the proposed algorithm has 
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shown it to be a highly effective method for classifying retinal 

blood vessels. Moreover, the approach is deemed best suited 

for applications that require faster processing.  

The abnormalities occurring for Diabetic Retinopathy have 

been studied in [3]. The methodology propose here can help 

eye specialists to eliminate blood vessels and optic disc. 

Another application of this proposed approach is that it can 

detect MAs and Exudates in Diabetic Retinopathy screening 

process. All of the results obtained from implementation are 

evaluated in coordination with images obtained from 

specialists. An average accuracy of 99.6% has been achieved 

by the proposed method in detecting exudates from the retinal 

fundus images. The results from the experiments show that, 

the proposed approach is well suited for the early diagnosis of 

the Diabetic Retinopathy disease. Through thorough 

evaluation of the exudates and fovea region, the severity of 

DR can be identified and as a result vision loss in diabetic 

patients may be prevented. 

Visual information of images has been enhanced using image 

processing techniques in [4] to increase the visibility of 

crucial anatomical structure. Machine learning methods have 

been applied on the dataset after the feature extraction phase 

to grade retinal images according to quality scale.  

In [5], a method for the automatic detection of Diabetic 

Retinopathy (ADDR) in color fundus images has been 

discussed. In this technique a concoction of preprocessing, 

feature extraction and classification algorithms have been 

used. In this approach performance of the automated system 

has been assessed based on Sensitivity and Specificity which 

is 94.44 % and 87.5 %, respectively. 

In [6], the researchers aimed to determine the sensitivity and 

specificity of the Iowa Detection Program (IDP) in detecting 

referable diabetic retinopathy (RDR). The results from this 

research indicate that automated detection has become ready 

for clinical use. 

An automated diagnosis system has been proposed in [7] for 

diabetic retinopathy on 250 selected images. Matched filter 

response (MFR) has been used to reduce the noise in the 

images. To segment the blood vessels in these images Fuzzy 

c-means clustering has been applied. After preprocessing 

phase, techniques such as PNN, Bayes Theory and SVM are 

used to compare their performance. In the final phase, images 

are classified according to grade. The accuracy rate of PNN 

and SVM are 89.6% and 97.6%   respectively.  

The research in [8] has aimed focus on screening for presence 

or absence of Diabetic Retinopathy (DR). From analysis 

phase of this work it has been found that outreach DR 

screening is an effective alternative to screening that uses 

medical specialist photographer. The outreach model seems to 

show enormous potential to become an economic way of 

preventing blindness among diabetic patients. 

The researchers in [9] used a random forest methodology to 

perform classification analysis of DR fundus photography 

data. The data analysis clearly indicates that the proposed 

work outperforms logistic regression in almost all situations 

provided during the experiments. 

In [10] researchers observed that Telemedicine screening by 

the primary care physician may lead to a better  approach in 

managing DM as it can improve screening process and may 

ultimately prevent vision threatening DR. 

The paper in [11] proposed a novel method for the automated 

identification of exudates pathologies in retinopathy fundus 

images based on computational intelligence technique. The 

proposed approach uses a unique sequential execution of 

morphological operators to extract fundus image features. 

Afterwards, the selected features are passed into the well-

known support vector machine (SVM) classifier which 

classifies the images into normal and abnormal classes. Real 

time and publicly available database analysis has shown very 

encouraging performance metrics of the proposed 

methodology in terms of sensitivity, specificity and accuracy. 

In [12], an automatic image processing algorithm for 

detection of (Hard Exudates) HEs has been proposed based on 

retinal image analysis. The proposed algorithm consists of 

image preprocessing, enhancement, feature extraction, 

classification and post-processing. However, a limitation 

occurred in this research as the performance of automatic HE 

detection algorithms on retinal images could not be 

determined due to unavailability of public database.  

An automated screening system has been developed in [13] to 

analyze digital color retinal image. Pre-processing of color 

image, identification of main retinal components and 

recognition of diabetic retinopathy are the consequent steps of 

this approach. To identify retinal lesions the researchers had 

defined hard exudates, hemorrhage and micro aneurysms. 

Detection rate of hard exudates, hemorrhage and micro 

aneurysms for sensitivity and specification are 88.5% and 

99.5%, 77.5% and 88.7%, 77.5% and 88.7%   respectively.  

This project [14] has been developed for Diabetic Retinopathy 

screening based on examination of tear fluid biomarker 

changes. The machine learning algorithms Support Vector 

Machine (SVM), Recursive partitioning, Random Forest, 

Naïve Bayes, Logistic regression, K-Nearest Neighbor have 

been applied here. The performance of this project reached a 

markup of 74% sensitivity and 48% specificity.  

The results obtained from the paper [15] demonstrates that 

deep neural networks can be trained using large data sets to 

identify diabetic retinopathy or diabetic macular edema in 

retinal fundus images with high sensitivity and high 

specificity. The proposed automated system offers several 

advantages such as consistency of interpretation, high 

sensitivity, high specificity and near instantaneous result 

generation. In this study the sensitivity reached a score of   

97.5%. 

The research work in [16] proposed a fully data focused 

artificial intelligence based grading algorithm to screen 

fundus photographs obtained from diabetic patients and also 

identify cases that should be referred to an eye specialist for 

further evaluation and treatment. The implementation of such 

an algorithm can positively impact diabetic patients on global 

basis i.e. it could drastically reduce the rate of vision loss 

attributed to DR worldwide. The proposed model achieved a 

whopping 94% sensitivity and 98% specificity respectively.   

In [17], using deep learning the researchers demonstrated the 

extraction and quantification of multiple cardiovascular risk 

factors from retinal images. The proposed methodology has 

achieved an  AUC performance of 0.7.   

The researchers in [18] developed a deep-learning algorithm 

for automated detection of Diabetic Retinopathy (DR). The 

proposed model showed sensitivity and specificity of 96.8% 

and 87.0% respectively.  

A Deep Learning System (DLS) for screening Diabetic 

Retinopathy and related eye diseases has been developed in 

[19]. The proposed methodology identified that the referable 
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diabetic retinopathy AUC: 0.93, vision-threatening AUC: 

0.958 and glaucoma AUC: 0.942 respectively. 

A deep Convolutional Neural Network-based algorithm has 

been proposed in [20] for image classification. Data 

Augmentation has been used in this research for translation, 

stretching, rotation and flipping the image data set. The use of 

convolutional neural network-based image classification can 

significantly reduce the computation time which combined 

with data augmentation approach contributed an accuracy rate 

of   94.5%.  

Researchers in [21] have introduced a deep learning based 

CNN method for classifying DR in fundus image. The final 

trained network had a sensitivity of 30%, accuracy of 75% 

and specificity of 95%. Moreover the algorithm has been 

deemed extremely efficient as it could classify thousands of 

images per minute.  

A two staged Deep Convolutional Neural Network (DCNN) 

algorithm has been introduced in [22] to find the location and 

type of lesions in the fundus image. Following this proposed 

methodology yields an AUC value of 0.9687. 

This paper [23] proposed an approach to localize areas of 

images for lesions detection. Class Activation Maps (CAMs) 

has been modified for this research to make the architecture 

capable of weakly supervised localization. From experimental 

analysis the following results had been obtained i.e. 93.6% 

sensitivity and 97.6% specificity for this proposed approach.  

The researchers of [24] aimed to find an approach to detect 

lesions or other biomarkers of DR using deep learning 

algorithm. In this approach lesion detector had been trained to 

supervise the image level labels.  

In [25], a deep learning algorithm has been proposed using 

CNN in multi-categorical disease for fundus image analysis. 

This study has achieved better screening classification models 

to detect retinal abnormality with AUC of 0.903, sensitivity of 

80.3%, and specificity of 85.5%.  

The researchers have developed an artificially intelligent 

algorithm using transfer learning techniques in [26]. This 

research achieved a sensitivity of 97.8%, a specificity of 

97.4% and a weighted error of 6.6%. 

In this work [27], a novel framework Zoom-in-Net has been 

proposed which had achieved satisfactory performance on two 

datasets. Zoom-in-Net can generate attention maps which 

highlight the suspicious regions trained with image level 

supervisions only.  

CNN architectures have been implemented in this paper [28] 

to detect diabetic retinopathy (DR). The novelty of this work 

is the discovery that diabetic retinopathy (DR) can be detected 

at the preprocessing stage.  

In this paper [29], a methodology has been described for 

Diabetic Retinopathy detection from eye fundus images using 

a bag-of-visual-words (BoVW) method. The BoVW has been 

formulated as two neural networks that can be trained jointly. 

Area Under the Curve (AUC) has been determined as .97 for 

this model on the DR2 dataset.  

Several researchers have conducted studies regarding noisy 

image detection. Among them some of the most recent 

advancement has been discussed here. 

The research paper [30] describes a new AprilTag detection 

algorithm which improves upon the previous versions of the 

detector. The new version works in reducing the rate of false 

positives, increasing the detection rate, and reducing the 

amount of computing time needed for detection. This 

approach has made robust tag detection viable on computation 

limited systems. 

It has been shown in [31] that adversarial samples crafted to 

fool DNNs can be effectively detected with two new features 

i.e. kernel density estimates and Bayesian neural network 

uncertainty estimates. These two features can handle 

complementary situations which can be combined as an 

effective defense mechanism against adversarial samples.  

The main contribution of [32] is the consideration of the 

extraction of fine gray-variation information and the edge 

missing problem in the edge detection. The experimental 

results show that the proposed detector outperforms existing 

detectors in terms of the aggregate ROC curves and Pratt’s 

FOM evaluations. 

In [33], an end-to-end saliency learning framework has been 

proposed without the need of human annotated saliency maps 

in network training. Extensive experimental results on various 

benchmarking datasets prove the superiority of the proposed 

method. 

An interesting approach has been proposed in [34] to detect 

drivable road area in monocular images. The proposed 

approach contributes in reducing human labeling effort which 

in turn makes training scalable.  

The researchers in [35] propose a theoretically based study 

which aims to explain prevailing edge detection techniques. 

From the research work it has been deduced that canny edge 

detection performs better than all other detection techniques. 

In this study [36], images corrupted by three types of noise 

such as gaussian, salt and pepper and speckle had been used. 

It is observed from the experimental analysis that for most of 

the noisy images, SIFT presents its stability but it is not very 

swift. SURF is the fastest one and its performance is close to 

SIFT. On the other hand HOG is advantageous in detecting 

edge and texture information of image. 

Though in the recent years many research works have been 

done regarding detection of DR some problems still remain 

unsolved in this field. Our research focuses on solving the 

existing drawbacks in this domain by following a novel 

approach through which performance factors may reach a 

greater level of improvement. 

3. PROPOSED METHOD 
This section describes the proposed approach towards the 

detection of Diabetic Retinopathy (DR) using the residual 

learning framework. Initially, the structure of ResNet 50 

where the dataset is trained and evaluated to build the 

proposed predictive model has been presented. Subsequently, 

as part of the data cleaning process, the uninformative data 

from the images in the training dataset has been removed. In 

short, the noise data has been reduced for greater sensitivity. 

Finally, in the result section the proposed model is evaluated 

with the test dataset which contains more than 35000 images 

and the results is discussed with extensive empirical evidence. 

3.1 Architecture 
Figure 1 represents the ResNet 50[23] model which consists 

of 5 stages each with a convolution and an identity block. 

Each convolution block has 3 convolution layers and each 

identity block also has 3 convolution layers. The ResNet 50 is 

capable of learning complex functions and presentations of 

inputs. Moreover, the architecture is capable of handling more 
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than 25 million parameters which leads to better performance. 

However, a more inappropriate way of adding layers can 

ultimately have a negative impact on the final workplace. To 

overcome this challenge, a remedy had been proposed to this 

deterioration problem where the intermediate layers of a block 

could learn the referential function with the block input. In the 

event that no correction is required, the adjacent layers 

gradually learn to calibrate their weights toward zero so that 

the residual block represents an identity function. 

3.2 Noisy Image Reduction 
Images come with many elimination conditions such as 

blurred vision, poor or deficient color vision, floating and 

even partial loss of vision that can disrupt the results. 

However, to overcome this challenge the proposed method 

came up with a solution to detect and work on such noise data 

for greater sensitivity and accuracy. This is because as part of 

the process, the images in the training dataset have been 

trained and validated in order to detect inaccurate predictions 

so that specifically work on these images can be done to 

remove noisy portions. Lastly, these images have been 

converted to gray scales to reduce the light condition effects, 

unnecessary areas of the images have been cropped, and the 

images have been made to look better. This method reduces 

noise data by about 91% in the performed experiments. Figure 

2 shows original noisy images in dataset which disrupts the 

accuracy of the results and on the other hand, after removing 

noisy data Figure 3 shows images after applying Ben 

Graham’s preprocessing method in dataset which increases 

the accuracy of the results. 

3.3 Training 
The architecture shown in Figure 1 has been designed after 

studying the existing models mentioned in the literature 

review. For this Convolutional Neural Network(CNN) model, 

in order to train the experimental dataset, Kaggle’s 

(https://www.kaggle.com/) dataset has been used which 

Kaggle provided with a large set of retina images taken using 

fundus photography under a variety of imaging conditions for 

a competition on Diabetes Retinopathy (DR). The training 

dataset contains more than 100000 images including noisy 

data of DR. A Pie Chart in Figure 4 represents several types 

of severity of diabetic retinopathy in training dataset. 

However, to implement the ResNet 50 shown in Figure 1, 

Keras with the TensorFlow back-end engine has been used, 

which provides a model level library, advancing high level 

building blocks for developing deep learning models, and for 

computing numbers, the model from CUDA by NVIDA have 

been used which provides a highly parallel architecture for 

graphics processors. Each 2-layer block in the model replaces 

the 3-level bottle block in a 34-layer net, resulting in 50-level 

ResNet 50. However, for each image in the training dataset, a 

224x224 informative image was processed in our training 

dataset throughout the model. About 66.66% of the training 

dataset was used to train the model, and the rest of the dataset 

was used to validate the model. The learning rate starts at 0.11 

and is divided by 22 while error plains and models are trained 

up to 21000 repetitions. A weight loss of 0.00011and a speed 

of 0.96 had been used. 

 

Figure 1: Compared to Plane Network, the above diagram represents Residual Network which is ResNet 50 Model with the 

architecture 
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Figure 2: Shows original noisy images in dataset which disrupts the accuracy of the results 

 

Figure 3: Shows images after applying Ben Graham’s preprocessing method in dataset which increases the accuracy of the 

results 
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Figure 4: Pie Chart represents several types of severity of diabetic retinopathy in training dataset 

 

Figure 5: Shows the values of training loss, validation loss along with quadratic kappa, considering the time 
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Figure 6: Shows the values of Confusion Matrix that summarizes the performance of the applied model in this research 

4. RESULTS 
In this research work, from publicly available dataset more 

than 1 million images have been trained in order to build the 

Convolutional Neural Network (CNN). As pre-trained 

residual network such as ResNet50 have been used, this 

model works for millions of parameters. To validate the 

model, the system had been tested using thousands of images. 

4.1 Model Evaluation 
Model Loss Graph constitutes the loss and the accuracy for 

classification problems as well as the loss and accuracy for the 

validation dataset. In this context, Figure 5 represents the best 

quadratic kappa scores for epochs 13, 20, 14 respectively as 

around 22 numbers of epochs was taken while training and 

validating the dataset. From the model considering the time, 

values of training loss, validation loss and quadratic kappa 

had also been estimated.  

4.2 Confusion Matrix 
In this work a confusion matrix has been used for 

summarizing the performance of the CNN model ResNet 50 

while detecting Diabetic Retinopathy (DR). Figure 6 

illustrates it in more details that clearly indicates much better 

predictive model for DR classification problems. 

5. CONCLUSION 
This paper has worked towards a dynamic classification 

problem solving approach regarding detection of Diabetic 

Retinopathy (DR) using Convolutional Neural Network 

(CNN).The proposed model  can handle more than 25 million 

parameters. So it can be concluded that this model to the best 

of the authors’ knowledge is significantly better at 

performance than pre-existing models considering time 

memory complexity and the accuracy specificity of the 

results. 
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