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    ABSTRACT 

The rapid and accurate recognition of traffic signs helps to improve the performance of advanced driver 

assistance systems and provides important safety guarantees for unmanned driving. Aiming at the existing 

object detection algorithms with the low accuracy of traffic sign recognition, weak generalization ability, and 

difficult detection for small targets, which cannot be well applied to practical applications, a lightweight deep 

network model for fast and accurate recognition of traffic signs is established by introducing the lightweight 

deep learning network ShuffleNetV2 and improving the regression-based object detection network model 

YOLOv3. Five data augmentation techniques were used to amplify the public dataset and the network 

parameters were trained using the transfer learning strategy, indicating that the new network was less 

computationally intensive and could achieve an accuracy of 96%. 

Keywords: Traffic Sign Recognition; Deep Learning; Convolutional Neural Networks; Transfer Learning; Object 

Detection. 

I. INTRODUCTION 

With the rapid development of computer vision, real-time communication technology, and high-precision 

sensor equipment, intelligent transportation systems have increasingly become a research hotspot in academia 

and industry [1-3]. Sensors are typically deployed on vehicles and work together with visual feature 

recognition tools. Commonly used sensor equipment now includes radar equipment (including laser and 

millimeter wave radar, etc.) and image acquisition equipment (including monocular and binocular cameras and 

GPS positioning systems). This allows the car to perceive the traffic environment around the vehicle and collect 

the status of the vehicle when driving on the actual road. At the same time, the on-board computer could be 

used to intelligently calculate and analyze the collected data in real-time, therefore instructions can be issued in 

advance, and assist the driver in making judgments or operate intelligently to avoid driving risks, which helps 

to reduce the occurrence of accidents. With the combination of 5G communication and computer vision, traffic 

signs can be effectively identified and reported to the driver in advance, thereby reducing traffic accidents 

caused by human visual differences or fatigue driving. The Advanced Driving Assistance System (ADAS) is a 

product of this demand [4-6]. The role of traffic sign recognition in ADAS is to realize the adaptive cruise of the 

vehicle, and notify the road ahead of the speed limit, turning, warning, indication, and other information in 

advance. In recent years, driverless technology has been an important research object for many enterprises and 

universities. The technical fields supporting the functions of driverless cars are wide, among which vision-

based traffic sign recognition is an important research direction. The driverless car does not need the driver's 

control during the whole process of driving, and will automatically adjust the driving state of the vehicle 

according to the actual situation on the road. Driverless systems intelligently connect pedestrians, vehicles, and 

roads. An important prerequisite for realizing intelligent interconnection is the recognition of traffic signs. The 

information is quickly transmitted to the driverless platform for calculation and analysis, and the next 

operation instructions are given to ensure that the vehicle drives safely and smoothly in accordance with traffic 

rules on the road. Another application is in-vehicle intelligent navigation systems. The car navigation system 

can intelligently give the optimal driving route between the departure point and the destination. The 

combination of traffic sign detection and recognition with the in-vehicle navigation map reduces the adverse 

effects of temporary changes in road conditions that cannot be predicted by the navigation system in advance, 
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thereby reducing driving risks. At present, the function of the smartphone navigation system has been 

relatively perfect, but the real-time update of the navigation software relies on the support of wireless 

networks. In some special sections, such as culverts, and tunnels, the information cannot be updated in time, 

however, the traffic sign recognition function in the car navigation will not be affected by the signal strength 

 

Traffic signs are important recognition objects for traffic images. There are many types of traffic signs, and the 

factors that affect the recognition of traffic signs are complicated. On the one hand, the on-board camera 

collects traffic sign images under real-time road conditions, so it will be affected by factors such as rain and 

snow, lighting, and aging and damage of signs. In addition, the image acquisition of traffic signs will be affected 

by blurring due to movement, distortion caused by continuous changes in the acquisition angle, and incomplete 

picture capture. In addition, obstacles such as trees can also affect the quality of signal acquisition. The above 

are some difficult problems affecting the recognition of traffic signs, but the value brought by accurate 

identification is very meaningful, which can reduce the incidence of traffic accidents, promote unmanned 

driving and intelligent navigation technology and assist drivers. Besides, traffic management departments can 

also benefit from it and achieve scientific management and maintenance of traffic signs. 

There are two methods for traffic sign feature extraction, one is based on color and shape features [7-9], and 

the object detection method based on color features is mainly to detect the region of interest (ROI). Due to the 

influence of uneven illumination and discoloration of traffic signs, it will cause seriously missed detection when 

using color features-based object detection methods. The shape-based object detection method first extracts 

the shape features of the objects in the picture and then applies the shape feature operators to different 

features, and finally realizes the object detection through the shape-matching algorithm. Another approach for 

traffic sign recognition is machine learning [10, 11]. Compared with color- and shape-based object detection 

methods, object detection methods in the driving environment based on machine learning have greater 

adaptability, wider application range, and better robustness. In recent years, traffic sign recognition based on 

deep learning methods [12-14] has been developed rapidly. So far, the object detection model based on deep 

learning is mainly divided into two categories: one is based on regional recommendation, and its representative 

network models include the R-CNN series network models [15-19]; the other type is the regression-based 

object detection network model, which includes the YOLO series network models [11, 20-22] and SSD network 

models[23-26]. 

The focus of traffic sign detection should be on accuracy and real-time detection because only object detection 

models with high accuracy and strong real-time performance can be widely used. This paper aims to design a 

high-performance object detection network with YOLOv3 as the main framework. The main idea is to replace 

the backbone network of YOLOv3 with the more efficient ShuffleNetv2 to improve performance. Compared 

with the original YOLOv3 model, the prediction speed can be increased by 10ms~20ms. The model size is less 

than one-eighth of the original, and the accuracy of recognition is roughly equivalent to YOLOv3. 

II. METHODOLOGY 

The adopted recognition model takes YOLOv3 [27] as the main framework, and replaces the feature extraction 

network of YOLOv3 with ShuffleNetv2 [28]. The reason for using YOlOv3 as the detection network is that the 

detection part of YOlOv3 adopts the feature pyramid networks, which detects the output feature map on three 

different scales and then fuses the features of these three scales to obtain detection results for objects of large, 

medium and small scales. Considering the different sizes of traffic sign images obtained by vehicle cameras, the 

use of structures such as YOLOv3 can make the classification effect better, and the recognition rate of small 

targets is expected to improve. In addition, YOLOv3's accuracy is slightly better than SSD, almost equal to Faster 

R-CNN. YOLOv3 is at least twice as fast as SSD and Faster R-CNN. The architecture of the Yolov3 network is 

shown in Figure 1. Yolov3's backbone network uses the DarkNet-53 network, whose structure references the 

residual network. The multi-scale feature map is used to detect the target, and 9 sizes of prior boxes are 

clustered on the feature map of 3 sizes so that the accuracy is improved while ensuring real-time detection. 
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Figure 1: Architecture of the Yolov3 network. 

The backbone network of the new model is ShuffleNetV2, which was proposed by Ma et al. in 2018 and has a 

good balance between speed and accuracy. At the same level of complexity, ShuffleNetv2 is more accurate than 

ShuffleNetV1 and MobileNetv2. Because the network structure of ShuffleNetv2 is relatively simple, it is suitable 

for mobile terminal devices and has good application prospects in the field of advanced driver assistance 

systems and unmanned driving. The network structure and parameters of ShuffleNetV2 as the main component 

are shown in Table 1. 

Table 1. Network structure and parameters of ShuffleNetV2 

 

The starting point for this replacement is that a common measure of model complexity today is FLOPs, which is 

an indirect metric because it is not exactly equivalent to computational speed. Two models of the same FLOPs 

may have different speeds. This inconsistency is mainly due to two reasons, the first of which is that other 

factors that affect speed, such as memory access cost (MAC), can be bottlenecks for GPUs, so it can't be ignored. 

In addition, the degree of parallelism of the model also affects the speed, and the model with high parallelism is 

relatively faster. Therefore, grouped convolution should not be used excessively, and 1x1 convolution should be 

used to balance the channel size of input and output to minimize memory access. In addition, it is 

recommended to avoid network fragmentation to improve parallelism; and reduce element-level operations. 

The model structure of the newly designed traffic sign recognition network is shown in Figure 2. 
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Figure 2: The architecture of the new CNN model. 

The components of the main structural (Inverted_residual_unit) are shown in Figure 3: 

 

(a) ShuffleNet-V2 basic unit; (b) ShuffleNet-V2 unit for spatial down sampling (2×) 

Figure 3: The components of Inverted_residual_unit. 

The loss function is used to describe the degree of difference between the predicted value of the model and the 

true value, and the value of the loss function determines the detection effect of the network model. The loss 

function of the YOLOv3 network model includes three types of losses: box loss, confidence loss, and classes loss. 

The box loss is divided into two items, namely the loss of the center point coordinates x, y and the loss of the 

width and height of the box w, h, both of which are calculated using the mean square error loss function. 

The loss function for the center point coordinates is as follows: 

 (   )  ∑ ∑    
   
[(  

 
  ̂ 

 
)  (  

 
  ̂ 

 
) ] 

   
  

                                                  (1) 

where x, and y are the center point coordinate values of the real box, respectively, and   ̂ and   ̂ are the center 

point coordinate values of the prediction box, respectively. 

The loss function of the width and height of the border is as follows: 
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where w, and h are the width and height of the real box, respectively, and  ̂,  ̂ are the width and height of the 

prediction box, respectively. 
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The confidence loss is also divided into two items, namely the confidence loss with the corresponding object in 

the prediction box and the box confidence loss without the corresponding target in the prediction box, and the 

confidence loss without the target in the prediction box. The confidence loss with the target in the prediction 

box is shown in Equation (3): 
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where   
 
 and  ̂ 

 
 are the   and  ̂ values of the j-th predicted box of the i-th element on the feature map, 

respectively. 

The confidence loss without the target in the prediction box is shown in Equation (4): 
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Only if the j-th prior box of the i-th element of the feature map has a target, the prediction box corresponding to 

the prior box will be used to calculate the classes loss, which is calculated using the binary cross entropy loss 

function, shown in Equation (5): 

      ∑    
   ∑ [ ̂ ( )   (  ( ))  (   ̂ ( ))    (    ( ))]         

  

                           (5) 

where  ̂ ( ) is the probability that the target predicted by the prediction box belongs to a certain class,   ( ) is 

its true value, and if it belongs to a certain class,   ( )   , otherwise   ( )   . 

The total loss function is shown in Equation (6). 

      (   )   (   )                                                                     (6) 

The dataset uses the German Traffic Sign Detection Benchmark (GTSDB)[29]. The dataset contains the following 

traffic signs: speed limit, restriction ends, no overtaking, priority at next intersection, priority road, give way, 

stop, no traffic both ways, no trucks, no entry, danger, bend left, bend right, bend, uneven road, slippery road, 

road narrows, construction, traffic signal, pedestrian crossing, school crossing, cycles crossing, snow, animals, 

go right, go left, go straight, go right or straight, go left or straight, keep right, keep left, and roundabout. The 

dataset has a total of 900 original images. Given insufficient training data, model parameters may be overfitting. 

Therefore, the data augmentation method is adopted to increase the amount of data to improve the robustness 

of the model and avoid overfitting. Techniques such as adding random noise, translation, changing lighting, 

rotation, and mirroring are used, as shown in Figure 4.  

       

                             (a) Original image                           (b) Mirrored image           (c) Image after lighting changes 

                

                  (d) Image after rotation       (e) Image after translation             (f) Image after random noise 

Figure 4: Data augmentation method. 

An additional 4500 images were obtained using the above data augmentation method. The resulting dataset 

contains 5400 images, of which 3780 are used for training and 1620 photos are used for verification. A transfer 

learning strategy was used for training. The hardware platform used includes an Intel Core i7-12700 processor 

and 32GB DDR5 4400MHz memory. The programming language is Python 3.6, the deep learning framework is 

TensorFlow 2.0, and the neural network library is Keras 2.3. Table 2 shows the training option settings. 
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Table 2. Training options 

training 

options 
epochs 

mini batch 

size 

warm-up 

period 

L2 regularization 

factor 

penalty 

threshold 

learning 

rate 

value 80 8 
1000 

iterations 
0.0005 0.5. 0.001 

III. RESULTS AND DISCUSSION 

Typical traffic sign recognition results are shown in Figure 5. 

 

Figure 5: Typical traffic sign recognition results. 

It can be seen from Figure 5 that although the traffic signs belong to small targets in the image, the network 

structure used in this paper can still identify these small targets, and the recognized probability of belonging is 

above 0.8. This can be attributed to the multi-scale feature map adopted by Yolov3. 

The change curve of the loss function with epochs is shown in Figure 6. It can be seen from Figure 6 that the 

loss function decreases rapidly and has basically stabilized when training to 20 epochs, indicating that 

replacing the feature extraction network of YOLOv3 with ShuffleNetv2 reduces the number of parameters, 

thereby greatly reducing the amount of computation, which is critical for the on-board computing system. The 

change curve of accuracy with epochs is shown in Figure 7. 

               

 Figure 6: Change curve of the loss function with epochs.          Figure 7: Change curve of accuracy with epochs. 

As can be seen from Figure 7, the accuracy rate increases rapidly after training starts. After 20 epochs of 

training, the accuracy rate stabilized at more than 96%. The recognition time for a single image is about 20 ms. 

It shows that after using data augmentation technology, the overfitting phenomenon is effectively avoided, and 

after using transfer learning, the high accuracy of traffic sign recognition is obtained with a low computational 

cost. 

IV. CONCLUSION 

By replacing the feature extraction network of YOLOv3 with the lightweight deep learning network 

ShuffleNetV2, a novel convolutional neural network for traffic sign recognition is obtained. By using data 

augmentation technology and a transfer learning strategy, it is found that the network has fast training speed 

and high accuracy, which provides a new choice for real-time and accurate recognition of traffic signs. 
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