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Abstract:  

For UVA images with different resolutions and large areas of weak texture, image feature extraction is insufficient and mis-matching 

is increased during image registration. To solve these problems, an unsupervised registration model based on VGG feature extraction 

and multi-branch attention is proposed. First of all, two feature extraction networks with shared weight parameters are used to extract 

the low and high level fusion features of the moving image and the reference image. The convolution neural network is used to extract 

the high-dimensional feature map of the image, and the key points are selected according to the conditions that meet both the channel 

maximum and the local maximum, and the corresponding 512-dimensional descriptor is extracted on the feature map, In the matching 

stage, add multi-branch attention based on residual block to filter out the wrong features. The algorithm is tested with multiple groups 

of images and compared with several image matching algorithms. The results show that the algorithm can extract the scale-invariant 

similar features of images, and has strong adaptability and robustness. 
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1. INTRODUCTION 
At present, image registration is one of the essential key 

technologies in the process of image mosaic. Image 

registration methods include gray-level based registration 

methods and feature-based registration methods [1]. Among 

them, gray-level based methods complete image registration 

through gray-level value calculation. This method is simple 

and intuitive, but the calculation amount is large and sensitive 

to the gray-level value of the image, and the illumination 

change of the image Scale change and rotation change will 

cause large matching error; The feature-based registration 

method obtains the registration results by extracting and 

matching the common features between images to calculate 

the transformation parameters. This method has good 

robustness and high efficiency. The illumination and 

inclination of different UAV images often differ greatly, so it 

is more appropriate to use feature-based registration method. 

Feature-based image registration methods can be subdivided 

into traditional methods and learning-based methods The 

typical traditional method is the SIFT (Scale Invariant Feature 

Transform) algorithm proposed by D.G. Lower et al. [2] The 

algorithm performs registration by extracting scale, scale and 

rotation invariance features, which has stable performance but 

high complexity and is sensitive to mismatched data Although 

a series of optimization algorithms [3] have been generated for 

this algorithm, they all have certain scenario constraints and 

computational efficiency is not high. 

In recent years, deep learning methods have shown excellent 

performance in the field of image [4]. Many researchers have 

used deep learning methods such as convolutional neural 

networks (CNN) to solve image registration problems [5] In 

order to solve the problem of lack of tag images in deep 

learning, some scholars explored unsupervised learning 

registration method VoxelMorph [6] method has achieved good 

results on brain data sets; VTN (Volume Tweening Network)  

adopts integrated affine transformation module and network 

block cascade mode, and has achieved success in medical 

image registration with large deformation; Literature [7] used 

unsupervised learning of photometric loss to estimate 

homography; Literature [8] added mask structure to learn the 

depth information of the image after feature extraction, so as 

to make more accurate homography estimation, and so on . In 

general, image registration based on depth learning is 

becoming the mainstream However, due to the large 

resolution and large area of weak texture areas of aerial 

images taken by UAVs, it is easy to cause feature mis-

matching, thus reducing the registration accuracy. Therefore, 

at present, there are few studies on applying depth learning 

model to such image registration. 

2. Design of feature extraction module 
The feature extraction module design, as the first step of the 

registration model design in this paper, is mainly to use the 

high performance of deep learning to extract the advanced 

feature information of the image pair to be registered, so as to 

achieve robust and efficient feature alignment. In view of the 

excellent performance of VGG-16 network on ImageNet, the 

front part of VGG-16 network structure is used to extract 

features. However, VGG structure has no branch structure, In 

the shallow network part, the low-level contour features of the 

image are extracted, while in the deep network part, the high-

level detail information is filtered. Simply stacking the 

network can not combine the low-level and high-level 

features. Therefore, using a simple VGG network structure 

can not effectively extract the features that are conducive to 

image registration. The ResNet structure can apply the output 

of the previous layer to the next layer, The low-level contour 

features and high-level semantic features can be fused, but the 

ResNet series network is deep and complex, and the image 

registration task requires a relatively simple model to ensure 

the operational efficiency. Therefore, this paper combines the 
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ResNet idea with the VGG network structure. It can not only 

screen out the low and high level fusion features required for 

registration, but also ensure that the network structure is 

relatively simple. The specific network structure is shown in 

Figure1.

 
 Figure. 1 Feature extraction network structure diagram 

 

The image with the input resolution (H×W) size is first passed 

through two convolution kernel sizes of 3 and channel number 

64 to obtain Conv1; The pooling operation of Conv1 makes 

the image resolution 1/2 of the original image to reduce the 

dimension. For pooling results (Pool1), use (1×1) convolution 

to increase the number of channels to 128 to obtain r1; Conv2 

is obtained by convolution of r1 with two convolution kernel 

size of 3, step size of 1 and channel number of 128; R1 and 

Conv2 are added in the channel dimension, so that the output 

of the previous layer is applied to the next layer to achieve the 

effect of feature fusion. The subsequent network structure is 

so on, the number of channels of convolution is 256,512, the 

resolution is 1/4, 1/8 of the original image, each convolutional 

layer is followed by a modified linear unit (Relu), and (1×1) 

convolution is carried out after each pooling, the result is 

applied to the next layer, the network is cut to (pool4), and 

finally the feature map is L2 normalized. 

3. Feature matching module design based 

on Multi-branch attention 
The feature matching layer is used to calculate all similarity 

pairs between the local descriptors of the moving image 

feature map fM and the reference image feature map fF. 

Preliminary feature matching can be achieved by using the 

correlation layer [6], but due to the existence of a large area of 

weak texture areas (such as water, sky, etc.) in the UAV 

image, it is easy to cause wrong feature matching in the 

feature matching stage, so a multi-branch attention module is 

added to filter the wrong feature matching to enhance the 

robustness of the model outliers. 

The initial matching partial correlation layer is input to two 

feature maps fM and fF, and output a three-dimensional 

correlation diagram CFM ∈ RH×W×(H×W), and define each 

element on the position (i, j, k) as a pair of corresponding 

positions The scalar product of a descriptor, the mathematical 

description of which is: 

 

i∈{1 , …, W}, j∈{1 , …, H}，k∈{1 , …, W × H}. (i , j) 

and (ik , jk) refer to dense features at H×W;A single feature 

location in the diagram; k＝H(jk-1)+ ik, (ik,jk), that is, each 

of length W ×H correlation Vector; CFM (i,j,k) stands for fM 

The neutral coordinate is the local of (i,j).Descriptor with fF. 

The degree of similarity between local descriptors in. The 

design idea of multi-branch attention module to filter out false 

matching is to take the correlation graph CFM as input and 

output the weight matrix W with the same resolution as CFM, 

in which the corresponding position weight value of the 

correct match is larger and the weight of the corresponding 

position of the wrong match is small. After this, the original is 

related The CFM figure is weighted by the weight matrix W, 

and the value at the correct match is increased and the value at 

the false match is decreased. On this basis, an attention 

network composed of two parallel branches is designed, and 

two weight plots W1 and W2 are generated respectively. In 

Multi-branch module, each branch consists of two parts, 

encoding and decoding, using the residual element as the 

basic unit, and the basic structure of the residual element is 

shown in Figure 2. 

 

 
Figure.2 Residual unit structure information graph 

4. Experimental results and analysis 

4.1 Experimental parameter settings 
The overall network is designed using the TensorFlow  

framework, and UAV-123[9] is used to form 2k registration 

image pairs, including buildings, roads, cars, sailboats and 

other categories. Divide all pairs of images to be registered 

into three parts, namely training set, verification set and test 

set, with a ratio of 0.75:0.05:0.2. With the help of NVIDIA 

TITAN X GPU server training network, the initial learning 

rate selected in training is 0.000 1, attenuation is 10% every 

10 rounds, and the batch size is set to 4, for a total of 50 

rounds of training. After several experiments, the weight λ of 

perceived loss in the loss function is finally set to 10, and the 

neural network is trained until convergence using Adam 

optimizer. 

4.2 Mean Absolute Error MAE 
Mean Absolute Error MAE (Mean Absolute Error) represents 

the average absolute error of a pixel position, which is a 

general form of error average. When doing model evaluation, 

it has better robustness to outliers. The smaller the value of 

MAE, the more similar the two images, that is, the better the 

registration effect xi, yi Indicates the registration result image 

and the reference image, respectively the pixel value at the i 

position; N represents the total number of pixels. 
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4.3 Objective indicators evaluation 

analysis 
Table 1. Statistics evaluation indicators different methods 

on the test set 

method MAE Time(CPU)/s 

SIFT 161.3254 1.09 

ORB 196.4541 0.37 

UBHE 178.5633 0.53 

CAU-DHE 170.4625 1.99 

R-VGG 140.0882 0.88 

 

It can be seen from Table 1 that the proposed method achieves 

the best results in MAE indicators, followed by SIFT 

algorithm and lowest indicators of ORB algorithm, which is 

consistent with the results of subjective observation. In 

addition, the indicators of all methods in the table are at low 

values, mainly due to the large difference between the pairs of 

images to be registered, the overlapping range of the reference 

image and the moving image is small, and the registration 

result image has a large area of black edges. The overall 

evaluation index of the proposed method is high and the 

calculation time is short, which proves that the proposed 

method is non-existent Effectiveness on human-machine 

image registration tasks. 

5.  Conclusion 
In this paper, an image registration model for UAV based on 

unsupervised learning is proposed. Firstly, making full use of 

the high performance of deep learning, the R-VGG feature 

extraction module is designed to screen out the low- and high-

level fusion features with robust characteristics. Secondly, the 

feature matching module adds Multi-branch attention (MBA) 

constraints are introduced to filter out false matches, thereby 

improving registration accuracy. In addition, the composite 

loss function weighted by content loss and perceived loss is 

used to improve network performance, and the analysis of 

visual perception and objective indicators is verified 

Effectiveness and stability of the method in the field of UAV 

aerial image registration. In future work, the analysis of drone 

images will be studied The depth information is improved to 

make full use of the image information to improve the 

registration accuracy. 
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